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Integration of laser line scanning system

on articulated arm coordinate measuring machine
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Integration of laser line scanning system on articulated
arm coordinate measuring machine
Doctoral Course of Intelligent Information System Engineering

Tai Dayong
Abstract

With the rapid development of measuring technology, the 3D structured light measurement
technology based on laser is widely applied to various fields, such as aerospace, reverse
engineering and restoration of cultural relics, product surface defect detection, and other fields.
Because the structured light cannot scan all the objects by itself, Moreover, when facing some
large-size products, it is necessary to combine the data of multiple measurements. So it must be
used with a coordinate measuring instrument, manipulator and turntable to obtain the objects’
three-dimensional information. The articulated arm coordinate measurement machine is widely
used in the measurement of workpiece size due to its flexibility, light weight and wide
measuring range, The measuring speed of articulated arm is the greatest advantages. Combining
the advantages of the articulated arm and structured light measurement, an articulated arm
structured light scanning system is constructed by combining structured light and a camera fixed
at the upper end of articulated arm.

The scanning structured light system based on laser can be divided into single-line structured
light systems and multi-lines structured light systems according to the number of laser planes,
single-line structured light emitter only shoots out a laser line, and images a line in the camera.
The extraction of light strips not being polysemous, it is easy to achieve, and so is widely used
along the orthogonal direction of the structured light. Cross-line structured light based on two
lasers 3D reconstructed technology, The measurement of two cross lasers can move in multiple
directions, while also improving efficiency. And the points’ density is not high for the complex
surface, so it needs to be measured several times. Multi-lines structured light can solve the
problem. However, marks extracted as 3D registered labels must be posted on the target before
scanning.

In this paper, we study the integration of laser line scanning system on articulated arm
coordinate measuring machine. Firstly, we propose a new calibration approach for the
relationship between the single-line structured light 3D camera and the articulated arm CMM
via a fixed flat board. the combination the single-line structured light with the articulated arm
systems is used to verify the scanning system. Secondly, we use two lasers to construct cross-
lines structured light and control two lasers periodically to verify the scanning system. Finally,
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we construct parallel multi-lines structured light system based on the articulated arm CMM. It
demonstrated that the function of marks parallel multi-lines structured light used can be
replaced by the spatial attitude provided by the articulated arm, and the efficiency of the multi-
lines scanning system is improved comparing with the same setting of cross-line structured light.

The outline of this thesis is as follows.

Chapterl introduce the background of the laser structured light measurement and
development of the articulated arm CMM, and the purpose of this research.

Chapter 2 study single-line structured 3D reconstructed technology and calibration model.

Chapter 3 study cross-line structured light based on two lasers 3D reconstructed technology.

Chapter 4 presents multi-lines structured light 3D reconstructed technology and the method
of replacing of the function of marker points.

Chapter 5 shows the experimental results of the proposed method to verify the effectiveness
of the method.

Chapter 6 summarizes this paper and elaborate the future topic.

Keyword : Articulated arm 3D structured light, Single-line structured, Cross-line structured,

Mudti-lines structured light.
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Chapter 1 Introduction

1.1 Background

The development of science and technology depends on productivity, and measurement
science is no exception. Measurement technology is currently under development. With the rise
of 3D printing technology, the measurement of complex surface contours has become the main
field of study for researchers. In some key industries, such as aerospace, wind turbine blades
and automotive batteries| 1-3], it is more demanding in terms of shape measurement with high
standards. In a word, we can call the measurement of complex surface contours 3D
measurement technology. This kind of technology has a range of applications, from quality
assurance to VR to reverse engineering.

The measurement carried out by common gauges such as dial indicator and vernier caliper is
called traditional measurement method. It is a kind of relative measurement, and the
commonality is that all of these gauges use themselves as a measurement base. Traditional
measurement often has limited range, which means once the measured object is too large or too
small over the range, it cannot be measured. Therefore, the measuring range of traditional
measurement is very narrow. With the advancement of measurement technology and measuring
demands, a new measuring instrument, Coordinate Measuring Machining (CMM), has emerged
in the 1960s. The development of CMM means a lot. On the one hand, machining such as
automatic machine tools, CNC machine tools with high efficiency, and parts with complex
shapes requires fast and reliable measuring equipment, On the other hand, the advancement of
electronic, computer, digital control, and precision processing technology provides a technical
basis for the development of CMM[4]. The modern CMM system is a comprehensive
interdisciplinary field with the integration of optics, electronics, sensors, imaging,
manufacturing, and computer technology-involving a wide range of field of study and requiring
support from those related to this study. Meanwhile, a number of non-contact measurement
technologies based on optics, electromagnetism and acoustics have developed rapidly, and they
are more ecfficient than contact measurement technology, non-destructive and have large
measuring range. At present, the optical-based non-contact measurement method is the most
widely used 3D measurement method[5].

Optical 3D measurement technology is the most important and common method in non-
contact measurement[6-7]. Because of its good reputation for speed and precision, the use of
this technology has become commonplace in industries and among manufacturers. Optical 3D
measurement technology can be divided into two categories: active measurement and passive
measurement. Active measurement is to use a human-controlled light source to irradiate the
measured object in order to obtain the 3D measurements of the measured object based on the
structured light, while passive measurement, without any human factors, is to obtain the 3D

measurements of the surface of the measured object only by camera and other optical equipment
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in the natural light environment. The main active 3D measurement methods include time-of-
flight method, laser triangulation, Moire fringe method, optical interferometry, and projection
structured light method, among which the projection structured light method includes phase
shift measurement contouring[8-9] and Fourier change contouring]{10-11]. Passive optical 3D
measurement does not require special light sources nor complex equipment. Passive optical 3D
measurement usually uses one or more cameras to shoot the measured object, so as to obtain a
2D image which contains the information (shape, size, color, etc.) of the measured object.
However, the 3D measurement system composed by only one camera is called monocular vision.
And by the same logic, two cameras called binocular vision, three and more called multi-vision
vision. A vision system consisting of at least two cameras, known as a stereo vision system, can
provide depth information by analyzing the differences between the images captured by the two
cameras. The difference between the two images, known as the disparity, can be used to

calculate the distance between the camera and the object.

1.2 Articulated arm CMM

In the mid1970s, the UK company, Renishaw, developed a 3D trigger probe [12}], and widely
applied in CMM, which furthered the development of CMM technology. With the growth of
modern microcomputer technology and the widespread use of CMM, the performance of this
machine has been greatly improved, and production costs have also dropped sharply, enabling
CMM to become an important equipment in modern measurement technology [13]. Orthogonal
CMM has a broad application. On the one hand, because the orthogonal coordinate system is
intuitive and convenient for coordinate transformation, the operation is easy and acceptable; on
the other hand, it provides guaranteed precision. Today, CMM has been quite widely
implemented in many industries, such as machinery manufacturing, automobile, electronics,
aerospace, and national defense. It has become an indispensable measuring tool in modern
industrial testing, quality control and manufacturing technology. However, with the sustained
development of production and science and technology, the traditional orthogonal coordinate
measurement system can hardly meet the on-site measurement requirements in many occasions.
The reasons are as listed: although it provides simple and intuitive probe space motion model,
it is subjected to the size of the structure of machine, which causes limited measuring range;
measurement has to be carried out on machine; the cost is also very high. Considering above
shortcomings, a non-orthogonal CMM was developed [14]. The non-orthogonal CMM is light
and flexible, and it is easier to probe the dead angles of measured objects. It also has a Jarger
measurement range. As a result, more useful data can be collected in a shorter time.

The articulated arm CMM is a new type of multi-degree-of-freedom non-orthogonal
coordinate measurement system, It replaces the length measurement reference with an angle
measurement reference [15]. It connects several rods and one probe in series with a rotating
joint., One end of the articulated arm CMM is fixed to the base, while the free range of



movement of the end probe forms a spherical measuring space. The surveyor can manually
move the probe to measure in its given space, use the measurement software to calculate the 3D
coordinates of the collected points, and then obtain the parameter value or deviation to be
measured through data processing. Compared with traditional orthogonal coordinate measuring
system, the articulated arm CMM has many advantages, such as small size, light weight, good
flexibility, large measuring range, portability, low cost, and the capacity to realize on-site

measurement,
1.2.1 Research on Articulated arm CMM at home and abroad

Founded in 1982, the US company, FARO, is one of the earliest manufacturers in the world
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Fig,1.1 Faro Arm accuracy-contact

SPAT- single point articulation test

Psize - sphere probing size error comparing measured versus nominal values

Prorm - sphere probing form error,

Loia - sphere location diameter error (Diameter of the spherical zone containing the centers of
a sphere measured from multiple orientations)

Euni - Distance error between two points comparing measured versus nominal values

https://www faro.com/en/Products/Hardware/Scan Arms

to self-develop and produce articulated arm CMM and laser trackers, and is currently the world's
largest manufacturer of articulated arm CMM with output accounting for more than half of the
total market [16]. FARO 3D Portable Measuring arm has many series and is among the
advanced in the world. For example, the Quantum S Max 7-axis measuring arm (accuracy see
Fig.1.1). The measuring range includes 2.0m, 2.5m, 3.0m, 3.5m, 4.0m, and a single point
accuracy of up to 0.018mm. The scanning accuracy specifications with the laser scanning

camera are shown in Fig.1.2. The accuracy is up to 0.03mm.
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Fig.1.3 shows Hexagon absolute articulated arm CMM, with a measuring range from 1.2
meters to 4.5 meters, and a total of 7 different specifications. Compatible with all kinds of

contact probes and bent probes, it is currently the highest precision articulated arm CMM of

Hexagon.
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Fig.1.3 Hexagon absolute articulated arm CMM
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PMT Technologies (Suzhou) Co., Ltd. [18], with its product categories and functions
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reaching the world-leading level. The categories include M series, E series, and P series. The P-
series products (Fig.1.4) have the highest accuracy, and a single point accuracy of up to
0.012mm (the accuracy specifications see Fig.1.5).

T

- MEASURING ARM

Fig.1.4 P series arm

https://www.pmt3d.com/products.html

*Propu

Fig.1.5 Accuracy specification

https://www.pmt3d.com/products.html

In our country, VMC8000M shown in Figure1.6 is one of the products of Kosaka Laboratory.



The accuracy of repeatability of fixed points can reach 0.019mm(2sigma), and measuring

accuracy is 0.034mm(2sigma) [19].

Fig.1.6 VMC8000M series, Kosaka Laboratory
https://www.kosakalab.co jp/english/information/detail himl?itemid=61&dispmid=890

1.3 The optical 3D measurement

Table 1 The classification of 3D measurement
Time-of-flight method

laser triangulation

Active optical 3D measurement

Passive optical 3D measurement binocular stereo vision

This section describes the laser 3D measurement method in active optical 3D measurement
and the measurement method based on binocular stereo vision in passive optical 3D
measurement. The 3D laser measurement is a new 3D measurement method, which has fast
speed and good anti-interference ability in the actual use, and also makes it an important and
commonly used method in non-contact measurement. In the industrial online measurement, it
has good application [20-21]. The 3D laser measurement system usually consists of components
such as laser projectors and cameras. In a single measurement process, the laser projector
projects the laser to the surface of the measured object, generates light bar data on the surface,
and then captures these light bar data through the camera, converts its 3D data into 2D data.
After a series of image processing, the pixel coordinates of the center of the light bar can be
obtained. Finally, the calibration data of the system model is used to determine the 3D
coordinates of the center of the light bar, so that the 3D data of the center of the light bar on the

surface of the measured object can be reconstructed [22].



1.3.1 The time-of-flight method

target

Emitter

(%%O L >

Receiver Distance d = ct/2

Fy
h A

(2)

(b) | (o)

Fig.1.7 In-car LIDAR (a) time-of-flight princle (b) detector (¢) 3D point clouds
https://www.robosense.cn/rslidar/RS-Ruby_Plus

The time-of-flight method [23-24] is also known as laser ranging method, which is often used
for LIDAR ranging, This method uses the laser to irradiate the measured object and then reflect
back, receive the reflected laser through the laser recciver, and then calculate the time it takes
{0 transmit-receive the laser. Because the laser speed is known, the distance between the laser
emitter and the measured object can be obtained. We call this method the time-of-flight. This
method neatly converts the temporal resolution of laser detection into the actual required
distance accuracy, and is often used for long-distance measurement, As is shown in Fig.1.7, this
method is used very widely in in-car detection radar [25].

1.3.2 The laser triangulation measurement

Laser-based optical 3D measurement has been evolved for decades. Due to the characteristics
of high brightness and monochromaticity, laser is gradually adopted and also proved to be
practical in different fields of measurement. It has features of high precision, fast speed and



good accuracy., With the constant advancement of science and technology and people’s rising
demands, the 3D laser scanning technology has gradually evolved from simple ranging to 3D
reconstruction of the entire object surface. Laser triangulation [26] is the most commeonly used
active optical 3D measurement method. The laser triangulation measurement diagram is shown
in Fig.1.8. A laser beam is emitted through the laser light source and projected to the surface of
the measured object, then the reflected laser light is focused through the lens, and the detector
receives the focused laser, and images on the detector. When the position of the measured object
moves vertically down S, the imaging position on the detector moves the distance e, and there
is a certain relationship between the change of the imaging position and the change of the actual

position, Based on this relationship, the real distance of the measured object can be calculated

detector

Target

target plane

- — — - reference plane

Fig.1.8 laser triangulation measurement diagram

through the moving distance of the imaging location.
1.3.3 The binocular stereo vision measurement

Binocular stereo vision [27-28] consists of two cameras, and the geometric relation is simple
(shown in Fig.1.9). It uses the spatial position between the two cameras and the matching
relation of the same point in the space in the camera image to obtain the real 3D coordinate
value of the point. The binocular stereo vision measurement usvally requires the following six
steps:

(1) Image capture. Use the two cameras to capture the measured object and obtain a 2D
images.

(2) Extraction of image features. Extract features of captured 2D images, including texture,
shape, and color.

(3) Feature matching. Find the points with same features in the 2D images through above

Extraction of image features and certain methods to match them one by one.
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(4) 3D reconstruction, Determine the 3D coordinate points of the 2D image matching points
based on the calibration results of the two cameras.

(5) 3D merging. Since the reconstruction through one time shot is only a part of the measured

object, we need to joint together the 3D point cloud reconstructed each time by virtue of

certain external conditions, so as to ensure the continuity of the 3D data of the object.

1.3.4 Research on 3D laser scanning technology

1.3.4.1 The 3D laser scanning technology in the word

The research on 3D laser measurement technology started early in foreign countries, and so
far there have been well-developed theoretical systems in the world. In 1994, M. Levoy and his
team used laser triangulation to design a 3D laser scanning device by applying high-definition
cameras to collect the 3D contour data of Michelangelo's sculptures and then carrying on the
3D reconstruction, which has successfully opened up doors for the 3D laser scanning technology.
In 1997, EI-Hakim of NRC Canada built a complete hardware platform. They fixed the laser
projector and CCD camera on an experimental trolley to form a data acquisition and registration
system. In 1998, they realized 3D modeling of the indoor scene on the basis of the original
system; In 2001, I.Stamos and P.K. Allen realized a complete 3D scanning system that enables
3D reconstruction of large outdoor buildings and obtains the color texture information at the
same time, and they finally established a real 3D architectural model. Over more than two
decades of rapid development, companies that research and produce 3D laser scanners have
popped up mostly in Europe and the United States. These companies have different products in
terms of measurement range, accuracy, laser type and measurement object. Let's take some of

the company's products as examples.

The Canadian company Polhemus [29] has developed a single-line-based handheld 3D laser
scanner - FastSCAN I (see Fig.1.9, use laser triangulation measurement method). The scanner
completes the 3D reconstruction of the surface of the measured object by projecting the line
laser on the surface of the measured object, and at the same time using the cameras at both ends
of the scanner to shoot it, recording the laser line information on the surface of the measured
object. When the measurement distance is limited within 50cm, the resolution can reach
0.01mm, and the measurement accuracy can reach up to 0.18mm. The scanner can be used to
scan human faces. This way, digital human shapes can be created for later animation and

multimedia production, as well as for 3D measurement and model preservation of small artifacts.



Fig.1.9 FastSCAN II, laser triangulation measurement method
htips://polhemus.com/scanning-digitizing/Tastscan/

Handy scanner use laser triangulation and binocular stereo vision methods to reconstruct 3D
object. Canadian company Creaform [30] has developed a hand-hold 3D laser scanner based on
crossover muiti-line, HandySCAN 3D-BLACK series (see Fig.1.10). It boasts a measurement
speed of 1,300,000 points per second and has a resolution of up to 0.025mm. It is a mobile data
acquisition system (also its own positioning system), without the need for external tracking or
positioning equipment. It uses friangulation measurement to identify its relative position with
the measured object in real time. The system is light with weight of less than 1 kg. It can be

Left Camera .
Laser Right Camera

(b) product

(a) laser triangulation and binocular stereo vision methods

Fig.1.10 HandySCAN 3D
https://www.zg-3d.com/product. html

packed into a small suitcase, easy to carry, and 3D scanning anytime, anywhere. Its supporting
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software system also has powerful processing functions, which can automatically fill and repair

the reconstructed 3D point cloud.

1.3.4.2 The 3D laser scanning domestic technology

In our county, as a supplier of sensors, measuring systems, laser markers, microscopes, and
machine vision systems worldwide, KEYENCE is at the forefront of factory automation [31].
KEYENCE laser profilers (shown in Fig.1.11) are laser displacement sensors that collect height
data across a laser line rather than a single point. This enables 2D/3D measurements such as

height difference, width, or angle to be performed using a single sensor,

Fig.1.11 laser profilers

https://www.keyence.co.in/products/measure/laser-2d/

1.4 The purpose of this research

1.4.1 The aim of this study

The single-line has been used widely used. However, it needs to combine with Coordinate
Measuring Machine, Robot and Turntable to obtain 3D information of the objects. The point
clouds obtained by handheld 3D laser scanner one frame are relatively sparse, so marker points
for registered point clouds should be attached on the object before scanning. In this paper, we
study the combination of articulated arm CMM with laser structured light. The accuracy of the
articulated arm CMM scanning system based on single-line can reach 0.05mm. The speed of

cross-lines scanning system with articulated arm CMM is 1.2 faster then single-line, and the
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multi-lines laser scanning system with articulated arm CMM is researched, which can scan and

reconstruct objects without attaching marker points.

1.4.2 The content and outline of the research

The research contents of this paper include: build a 3D laser scanning system based on single-
line, propose a flat-based hand-eye calibration method. In order to improve the efficiency of
scanning, we make cross-lines structured light by adding a laser to the single-line structured
light. A method of periodically controliing the two laser emitters is used to solve the ambiguity
of light strip extraction. By using the postures of the articulated arm CMM provided during the
scanning, we solve the problem that multi-line scanning needs to be labeled with marker points.
The 3D coordinates captured by the camera are converted into a unified coordinate system of
the articulated arm CMM, so that the continuity of 3D reconstruction can be guaranteed.

The outline of this paper is as follows:

Chapter I: Introduction. This chapter mainly introduces the reconstruction method of
articulated arm CMM and 3D laser measurement, and reviews the research status of 3D laser
measurement at home and abroad, so as to put forward the research object, purpose and
significance of this paper, and elaborate and plan the overall content of this paper.

Chapter 2: Construction and calibration of single-line laser scanning system models. This
chapter gives detailed description on how to achieve the hand-eye calibration of the single-line
structured light 3D camera and the end-effector of the articulated arm CMM,

Chapter 3: This chapter introduces the cross-lines structured light 3D camera and the method
to distinguish between the two laser lines when two laser emitters open simultaneously.

Chapter 4: Introduce the function of marker points for multi-lines 3D camera and the principle
of reconstruction 3D point clouds from one frame in binocular model. Use the posture to replace
the function of marker points.

Chapter 5: System Construction and application experiments. This chapter mainly introduces
the hardware composition, software design, measurement process and actual use of the
systematic platform built in this paper.

Chapter 6: Summary and Outlook. This chapter summaries the content of this study, and
outlines the problems that need to be discussed in further studies.
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Chapter 2 Single-line scanning system

2.1 Hardware structure

Fig. 2.1 shows a schematic of the system we propose. A single-line laser structured light and
a 2D camera are fixed at the end of the articulated arm with seven degrees of freedom to form
the 3D measurement system, the articulated arm and the camera are connected to computer with
USB interface respectively. The articulated arm base coordinate system is defined as 0, X, Y, Z),,
the origin is located in the center of the base, the X ¥ Zaxes are defined as shown in the figure
2.1. The coordinate system of the end-effector of the articulated arm defined as 0,X,Y;Z;, the
origin is located at the center of the end hard probe ball, and the Z-axis is defined as the
extension direction along the end arm. The coordinate system of the 2D camera is defined as

0,X,Y,Z and the 7 axis is defined along the optical axis of the camera lens.

Camera

Arm

Calibration board

Fig.2.1 Schematic articulated arm CMM laser scanning system

2.1.1 Articulated arm CMM kinematic Model

The articulated coordinate measuring machine is a general term for a type of measuring
instrument, generally speaking, it refers to the group of frames, measuring arms, measuring
heads, etc. through the rotation joint series to form a type of coordinate measuring instruments,
even if specific to this there are many types. For example, the most common measuring arm
still contains 6 degrees of rotation freedom, the most common configuration of which is, the
measuring machine by three pairs of rotating shafts connected to the column and members
(including measuring arm and probe). There have also been 5-axis coordinate measuring arms
on the market, with a total of 5 degrees of freedom, using 5 encoders and 3 rods; For easy
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operation and improved ﬂéxibiﬁty, there is also a 7-axis articulated coordinate measuring
machine. This machine has a total of 7 rotating joints. Recently, a new structural form has been
proposed, the basic form of which is a full-structure articulated coordinate measuring machine,
but it attaches an adjustable fastening device between the column of the measuring machine and
the first measuring arm, and the relative position relationship between the colummn and the first
measuring arm is completely fixed after the fastening device is locked if necessary. Theoretical
analysis shows that in such full-structure machine, the error of the first joint and the second
joint is larger than that of other joints, so although the measurement range is limited, its local
measurement accuracy has been improved. At the same time, when the fastening device is
loosened, it can move the probe to another position for measurement, so a large measuring range
can be achieved.

There are diversified structures of articulated coordinate measuring machine, and the key of
its mechanical design and processing is how to skillfully put the angle encoder and ensure the
accuracy of rotation, which is also the hard part in mechanical design. Therefore, the mechanical
design basically revolves around the angle encoder. Because of this, the choice of angle encoder
became a starting point for mechanical design. In addition, electrical problems need to be
addressed in the mechanical design, such as how to send the power signal and cables of the
angle encoder from the joints to the circuit board, and how to avoid entanglement of the cables

during use.

Fig.2.2 FFaro arm reference systems
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We can learn from the joint design of FARO articulated coordinate measuring machines. It
features a total of 7 articulated movements similar to Fig.2.2. First, it chooses a quite compact
disc type grating, so that the installation space of the grating is relatively small. In order to avoid
entanglement of wires, it uses conductive slip rings and distributed circuit systems in the
joints(Fig.2.3). Each board is connected to an angle encoder and only needs to pass through the
power and signal lines within the conductive slip ring. In order to prevent dust from affecting
the rotation accuracy of the joints and the reading of the grating disc, there are end caps at both
ends to close the entire structure. A pair of bearings is arranged between the internal shaft and
the bushing, and the pair of bearings is preloaded by parts, which ensures the accuracy of joint
rotation. At the gap between the bearing and bushing, there is also a device that prevents

excessive rotation of the joint [32-34].
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Fig.2.3 Faro arm US Patent 6920697B2

The design goals of the mechanical structures are dexterity and stability. On the one hand,
because the articulated coordinate measuring machine is a manually operated measuring
equipment, if its structure is too bulky, it will affect the actual use; On the other hand, a stable
mechanical structure is the basis for ensuring the accuracy of articulated arm CMM. In addition
to the design of the joint, it is also necessary to consider the choice of rod material. At present,
manufacturers usually select carbon fiber tubes with light weight and high strength.

Structurally, articulated arm CMMs resemble open-chain robots or manipulators commonly
found in industry. The kinematic equation of the robot representing each rod of the robot relative
to the absolute coordinate system in space is the basis of the mathematical modeling of the
articulated coordinate measuring machine. Therefore, with the help of the D-H method that has
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been matured in robot research, the measurement equation of the joint coordinate measuring
machine can be established.

The modeling principles of articulated arm CMM can refer to the modeling principles of

robots, and robot modeling requires the following three principles [35-37]:

(1) Completeness: Completeness requirements mean that the model has enough parameters
to fully describe the movements of the robot.

(2) Continuity: Continuity requirements mean that the model is continuous, that is, the small
movements of the robot can be reflected through the model; It also requires that small
changes in the structure of the robot be reflected in small changes in model parameters.

(3) Non-redundancy: Non-redundancy requires that the model contains a minimum number

of parameters and that the error model does not contain redundant parameters.

It should be noted that although the articulated coordinate measuring machine is structurally
similar to the robot operator, the robot operator focuses on the attitude of the end effector in
space, while the articulated coordinate measuring machine usually needs to only focus on the
coordinates of its probe (ball), and does not need to pay excessive attention to the pointing
(attitude) of its probe. Therefore, if the robot model is applied directly, it often contains
redundant parameters. In order to describe the position and direction of each rod of the
articulated arm CMM, we need to use the following Cartesian coordinate systems. They are
absolute coordinate system, base coordinate system, member coordinate system, and measuring

machine probe coordinate system,

The most commonly used kinematic modeling method in industrial robots is the Denavit-
Hartenberg square [38], which determines the A matrix that represents the relative position and
orientation of two adjacent members. The DH method is based on the geometric parameters and
joint variables of the members of the space linkage. The main parameters of the joint are:

(1) The length of the member ;- the shortest distance between the axes of the two joints, that
is, the length of the perpendicular line between the two axes, as shown in figure 2.4.
When two axes intersect at a point, {;=0.

(2) Torsion angle a; of the member - move any axis of the same member to the other axis to
intersect, then the two lines determine a plane perpendicular to the length of the member

l;, and the plane intersection angle of the two lines is the torsion angle a; of the member.

(3) the joint variable refers to the change in the relative position of two adjacent members,
and when the two members are connected by a rotating joint, the joint variable is the
angle 8;. As shown in the right figure of figure 3.3, the length line I; of the i member is
translated to the length line [;_, of the i — 1™ member and intersects it, and they
determine a plane 8; angle that intersects the I-axis of the joint is measured in this plane:
the starting line of 0, is the extension of [;_, , and the ending line is the parallel line of

l;_, and its positive direction is determined by the right-hand rule of the i-axis unit vector.
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(4) The offset amount d; of member i is the distance at which the rod length [; and I;_, are

intercepted on the axis of the i — 1" joint.

Axis i
-
Axis i+1
: P J
o= | iy
Linki-l —_—my E / i
x
E
1 ,i
o Tran(l, 0,47 / Rot(x;, a;)
Tranf0,0.d) i o
Xy a; X
dj

\ Rr}-‘;(z;_;.f’i)
o

Fig.2.4 Link model between two axises

According to DH model, we have matrix 4;:

A; = Rot(z;_4,0,)Trans(0,0,d;)Trans(l;, 0,0)0Rot(x;, ;)

where

cos8; —sing; 0 0
‘ N = |SinG; cosé; 0 0O
ROt(Zl“ltgl) O 0 1 O
0 0 0 1

1 0 0 0

101 0 0

Trans(0,0,d;) = 0 0 1 d

0 0 0 1

1 0 0

, _10o 10 0

Trans(l;,0,0) = 00 10

0 0 0 1
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1 0 0 0

o~y |0 cosa; —sing; O
Rot(xpa;) = 0 sina; cosa; 0 2:4)

0 0 0 1

The form of collated into a matrix is:

cosB; —sinB;cosa; sinf;sina; l;coso;

A = sigai cos?icosai —cos8;sina; [;sing; (2.5)
sina; cosay d;
0 0 0 1

D-H method, and the resulting coordinate conversion relationship is shown in figure 2.2, Let
the coordinate system of the base of the measuring machine be 03X,Y,Z,, establish the
coordinate system 0;X;Y;Z; (i = 0,1,2,3..6) shown in figure 2.2 on each joint {, P(X,,, ¥, , Zp,)
is the measuring machine probe, and the parameters of each conversion matrix are given in
Table 2.

Table 2. Parameters matrix for measure

Axis 8; 80 a; cosa; siney L dy
1 & B1p —m/2 0 -1 0 ds
2 8, 020 /2 0 ] =T, 0
3 05 B0 - 0 1 0 ds
d O, B0 #]2 0 I =1, 0
5 Be Beo -y 0 ] 0 ds
6 6, Ben 7z 0 1 —y 0
7 8, By -2 U 1 0 dy

According to the DH method, the measurement equation of the articulated arm CMM can be
obtained as:

[X, ¥, Z, 1] = Ay Ay A3 - Ay~ As - Ag - Ay - vec (2.6)
Among them
cos®; 0 —sin®; 0]
sin® 0 co0s®; 0 ], .
A; = : ' =1,3,5,7 2.
=10 g g @135 @7
0 0 0 1
cos®; 0 sin®; —1;c050;
A = [sin®; 0 —cos®; —lisin®; |, _ 24,6 23
p= TR0 ] e T (1= 2,46) @3)
0 0 0 1

vec=1[00 0 1]7
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0; = 6; + 0,,(i = 1,2,3,..7)

Equation (2.6) is the measurement equation of an articulated coordinate measuring machine.
However, the equation only contains the parameters with a nominal value of non-zero in the
structural parameters of the measuring machine, and the geometric relationship between the
adjacent joint axes is considered to be perpendicular, that is, the two axes have a common point,
and the angle between the two lines is a right angle, which is impossible {o achieve in the process
of real machining and assembly. Therefore, equation (2.7) can only represent the basic principle
of the measuring machine, In fact, the A matrix given by equation (2.6) contains 4 parameters,
and the accuracy of the measured coordinate values can only be guaranteed when all 4
parameters are accurately determined. Therefore, a more accurate measurement equation is

given by the following formula:

Xp cos®); —sinBcosa; sin®;sina; l;c0s6;]10

%l o7 |sin®;  cosOicosa; —cos@sing;  1isin@; | |0 (2.9)
Z, =1 0 sing; cosa; d; 0 '

1 0 0 0 1 1

Equation (2.9) is the final measurement equation of the articulated coordinate measuring
machine. As can be seen from equation (2.9), the conversion matrix for each member containg
4 parameters, and the measuring machine has a total of 28 parameters. One of these 28
parameters has a different meaning than the others. Suppose that:

cosB; —sinB;cosa;  sinB;sina;  ljcoso;

AT =TT sin@; cosO;cosa; —cos@;sina; 1l;sind; (2.10)
=1 0 sina; cosa; d; '
0 0 0 1

The articulated arm CMM will give the posture A’ and position P of the arm. Position can be
used for detecting the calibration board and the posture A” will be used to replace the function

of the marker points of the multi-lines structured light needed.

2.2 single-line 3D reconstruction model

P is a point in the laser line shown in Fig.2.5 and P coordinate in the world system is
(X Yiwr Zp). The world coordinate system can determine the real 3D coordinates of the space
where the measured object is located, and when reconstructing the measured object, the system
can be used as a container for its 3D coordinates to hold the 3D coordinates of the reconstructed
object. The camera coordinate system 0.X.Y,.Z. uses the camera itself as the spatial coordinate
system. The camera coordinate system has its own optical center as the coordinate origin, where
the Z axis is parallel to the camera optical axis. It has a direct connection with the world
coordinate system, and the measured object in the world coordinate system first needs to go
through the rigid body transformation to the camera coordinate system, and then to the image
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coordinate system, where the tigid body transformation includes rotation and translation. The
image coordinate system OXY and pixel coordinate system ouv are established based on the
2D image taken by the camera. The origin of the coordinate system (X ’ Y) is located at the
focal point O (ug, vy ) of the camera's optical axis and the imaging plane, which is the primary
point position, which is in units of length (mm).

The P in world coordinate system (X,,,Y,,,Z,,) project to the camera coordinate system
(X.. Y., Z.) is as follows:

Camera

SR Y“-
Object
Fig.2.5 single-line 3D reconstruction model
X, 1 T2 T3] [Xy Uy
Yol=1|" 15 7| |Vi+ |ty} (2.11)
Z. r; Ty Tol LZy, tz
1 T2 T3
R=|r T3 ?"5] (2.12)
77 Tg T
L,
T = fy] (2.13)
&,

R stands for rotation matrix and T stands for translation matrix. Rand T are independent of
the camera, These two parameters are called the outer parameters of the camera.

Pin hole imaging model is the most common model in geometric analysis, and the camera
model uses the principle of pin hole image, which belongs to the internal parameters of the

camera, according to the triangle similarity, P in image coordinate system P, can be obtained:
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_ [*u Zg
B, = [yu] i (2.14)
Zg
The pixel coordinates of B, on the camera p,; are:
f
Uy dx 0 % Xy
{qul =10 L Vo {yu] (2.15)
1 ay 1
0 0 1

Where dx and dy are the sizes of the CMOS cell alone X and Y direction respectively, and
f is the focal length of the camera.

The errors in the manufacturing and assembly process of the camera optical system, have
impacts on the image. We call it distortion. Distortion can be divided into two types: radial
distortion and tangential distortion. Radial distortion is caused by changes in the curvature of
the lens, while tangential distortion is mainly caused by the non-collinearity of the center line
of multiple lenses during the assembly of the lens. Based on the mathematical model of these
two distortions [ 39-40], a total aberration model can be built. Errors §,(x,, ¥,) alone horizontal
direction and 8, (x,, ¥,,) along vertical direction are:

{6x(xw Vo) = %, (k1 p? + ko p® + k3p®) + 2psxyyy + P2 (33 + ¥i)

8y (X, i) = Yu(k1p? + kap® + k3 p®) + 2p2x,yy + p1 (X5 + 3¥5)

where, p = \/m Jq, ko, ks, pq, pg refer to the coefficients for radial distortion and
tangential distortion, respectively. The relationship between the ideal image coordinates B, and

(2.16)

actual image coordinates P, (x4, v4) for spatial points is:

Xg = X, + 6,(x,,
_ = et o @)
The actual pixel coordinates of P, on the camera p, are
Uu 0 Ugl rxg
[v] = [0 fy vo] [yd] (2.18)
W lo o 1lt1
where f, = é and f, = %.
Suppose the equation of the light plane of the laser in the camera coordinate system is:
aX+bY+cZ+D=0 (2.19)
Putting equation (2.14) into equation (2.19), we obtain:
axyZ. + by, 2, +cZ. +D =10 (2.20)
P is solved for the camera coordinate system as follows:
Z. = —=D/f(ax, + by, + )
X. = x,Z, (2.21)

Yo = wi.
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2.3 System Calibration

2.3.1 Camera calibration

2.3.1.1 Coordinate extraction of calibration target points

The calibration target is circular array calibration plate shown in figure 2.6. In the process of
calibration, world target point extraction, edge detection is required first. The so-called edge
refers to a collection of pixel points. The gray value of pixels around these pixels changes
sharply in a certain direction, thus forming an obvious edge pixel band, which is also the most
basic feature of image. In many edge extraction algorithms, Canny edge extraction algorithm
has a strong anti-interference ability, can be applied to most of the application environment, it
uses the double threshold algorithm to detect and connect the edge, can extract most effective
edge information in the image, so this paper chooses Canny edge detection algorithm to extract
the target edge information in the image. Since there are more or less some noise points in an
image, it is necessary to carry out de-dryness processing before edge extraction of the image.
Among them, Gaussian noise will affect the operation of first-order partial derivative of gray
value. Therefore, it is necessary to first use Gaussian filter operator to process the image, and
then use the finite difference operator of first-order partial derivative to calculate the gradient
amplitude and gradient direction. Then, it is necessary to refine the ridge band in the amplitude
image to keep the point with the largest local amplitude change. Finally, Canny operator is used
to detect the effective edge information, so as to obtain the final edge detection graph. Since the
marks used in this paper are black and white circular marks with obvious color contrast, the
edges are relatively easy to identify. However, the projection shape of the circular edges
captured by the camera is oval, so the location of the marks can be realized only by determining
the center of the ellipse. There are many kinds of ellipse extraction algorithms, including least
square fitting, Hough transform, genetic algorithm and so on. It is necessary to find a accurate
ellipse extraction algorithm. Hough transform algorithm is fast, but the extraction accuracy is
not high, while genetic algorithm has a high accuracy, but the algorithm complexity is relatively
high, the speed is relatively slow, and cannot meet the real-time requirements. Through
comprehensive comparison, The least squares algorithm can extract the ellipse accurately, and
its complexity is low and its speed is fast. Therefore, the least squares algorithm is chosen to fit

the ellipse in this paper.
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Fig.2.6 Circular array calibration plate

The least squares ellipse fitting was carried out for the edge image coordinate points extracted
by Canny edge contour, and the image coordinates p; (u;, v;)of the extracted ellipse contour
were assumed to be:

pi = [w; v]" (2.22)

Get the vector F(P)

F(P)= [wwwviuvi]’ (2.23)

Assuming that

fo,P)=F ' B=av*+buv+cv’+dutev+f=0 (224

where f(p, £8) is the implicit equation of the ellipse, u, v is a point in equation of ellipse and
B is its parameter vector

B=labcdef]’ (2.25)

The process of least squares fitting is to find the parameter set and determine the data point
with the best distance fitting between the ellipse. The objective function is as follows:

2, [D (s, B))? - min (2.26)
where D (p;, f)represents different forms of distance. In this paper, algebraic distance is used
to transform the elliptic least squares fitting problem into a linear problem, In order to avoid
having no solution to the equation, the parameter £ in f of (2.25) is set to 1. The minimum
expression of the elliptic least squares fitting method based on algebraic distance is as follows:
[T, BT 2.27)

Among them:

pi = [uf wv; vfu v 117 (2.26)

According to the above steps, the best fitting ellipse expression can be solved to obtain the

center of the subpixel ellipse.
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2.3.1.2 Camera parameters calibration

The method of Zhang Zhengyou's[41] two-step calibration combines the moving plane
template and the one-dimensional calibration object. It can not only ensure high calibration
accuracy, but also reduce the dependence on experimental equipment. This calibration method
can be divided into two steps:

(1) Ignore the influence of lens distortion, and use the linear model to obtain the internal

and external parameters of the camera;

(2) Considering the distortion of the camera, take the obtained camera parameters as initial

values and substitute them into the nonlinear standard.

To get the initial values.
First, according to the 3D reconstruction model, we know:

U X
SH =4[ 7 7 E] ;’W 2.27)
1 w

— ey —F rid T
Where T']_ = [T'l T4, T7]T, T'z = [T'z TS T‘B:'T T'g - [T‘3 T‘G rg]Tand t = [tx ty tz] .
Since the calibration plate is a two-dimensional plane. Without loss of generality, we assume
the model plane is on Z,, = 0 of the world coordinate system. Formula (2.27) can be rewritten
as:

u )}(,W Xy
sH:A[ﬁ‘ 7 Tl y = Alr 7 t] (Y (2.28)
1 1
1
The above formula can be rewritten as:
sm' = HM' (2.29)

Amongthem M’ = [X,, ¥, 1], m' =[u v 11", H=1[h h, h31=A[F 75 T[]

As can be seen from the above equation, only enough target points are needed to solve the
matrix H, Assuming that the matrix H has been solved, equation (2.28) can be written as
follows:

h‘l — Aﬁ
h,=AT; (2.30)
hg = AE

The column vectors of the rotation matrix R have the identity and orthogonality, so the
following constraint equation can be obtained
hTATA h, =0
{h{A“TA“lhl = h A" TA  h,
Suppose A"TA™? is matrix £. So we have:

(2.31)
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Bi1 Biz By
B=ATA Y =|B;; By, By (2.32)
Biz Baz Bs
Make
b = [By1 Biz Bis Bay Bas Bss}T
Then the i**column vector in the matrix His h; = [h;; hy his]”, so:
hiBh; = vlb (2.33)

Among them
T
vij = [Rhishjs hishja + hiohys hiohya highys + highys hishyy + highys hishys]
In this way, homogeneous equations containing unknown vector b can be obtained as follows:
T
iz ]b =0 (2.34)
[(Uu — vy5)"
After b was obtained, A~tcould be solved using the method of Cholesky decomposition
matrix. Finally, 4 was obtained by the inverse of A™1. If 4 and A~ are solved accurately, then
the external parameters of each image can be solved easily.

71 = AA"th,
—T‘_z) = AAHl h.z (2 35)
m =T X7 |
E — ;{,A~1 h3
1 1
where A = TET TS,
A camera usually exhibits significant lens distortion, especially radial distortion,
From the equations (2.16) and (2.17), we can get:
Xq Y] | [2P1%uYu + P2(0° + 2%,7)
= (1 + kp? + kop*®) = +[ ] 2.36
el wt+hop?) « ] 2oyt w29l OO
change to:
Xy P xyp* 2x 34+ Wt Xg— X
up2 up4 ;yu 15 Yu K = [ d ~ u] 2.37)
YuP” Yup™ X"+ 3% 2xu0y Ya = Yu

K=1[ky k; P1 D2]"is a column vector of 1x4, equation (2.37) can be written as a
matrix form LK=F When there are N calibration points, L is a matrix of 2ZNx4, F is a column
vector of 2ZNVx1, and the vector K can be obtained according to the least squares:

K=" 'F (2.38)

Through the above process, we can obtain the internal A and external R, t parameters and
distortion coefficients K of the camera, and use these camera parameters as the initial values to
establish the optimization objective function.

min S SNZ | my; — (A, ky, ka, e, P2, Ryt M) (2.39)

Using Levenberg-Marquardt algorithm to optimize the objective function, we can obtain the
optimization solution of the camera internal and external parameters and the distortion
coefficients. i (A, k1, k2, P1, P2, Ri) tiy My;) is the world coordinate M;; of the jH center of
the circle on the calibration board and the pixel coordinate obtained by the camera nonlinear

model. my; is the pixel coordinates of the center of the circle obtained by circle detection.
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2.3.2 Laser plane calibration

2.3.2.1 light center extraction

The laser beam emitted by the laser projector shines on the surface of the measured object,
forming a light bar pattern. The brightness of this laser light bar gradually decreases from the
center of the laser to the edge of the light bar, generally showing a Gaussian distribution [42],

and its mathematical expression can be expressed as:

G(x) = e ["Qﬁggi] (2.40)

Veno

In equation (2.40), A represents the amplitude, which represents the height of the curve, o
represents the standard deviation, which represents the span of the curve, and u represents the

mean, which represents the center of the laser light bar,
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Fig.2.7 Distribution of gray value

In actual measurement, due to many factors, such as material uniformity, light transmittance,
color, shape and surface roughness of the measured object, the reflectivity of light intensity is
not the same everywhere on the surface of the measured object. These lead to asymmetry in the
distribution of gray value of the laser light bar on the image (see Fig.2.7, the gray value is coded
by 10bit of the camera), the non-normal distribution [43]. This brings great difficulties to the
accurate extraction of the laser light strip center. It is also a major concern for most scholars in
China and abroad during their research for years.

During laser 3D measurement, the smallest unit of a CCD camera plane is pixel. However,
amid the shooting, the width of the laser light bar captured on the image can reach more than
ten or even twenty pixels, so we must convert the light bar with a certain width into a single-

pixel width center line so as to accurately obtain the corresponding light plane coordinates. We
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call this process the extraction of laser light bar center. During laser 3D measurement, a camera
is used to photograph the object which contains laser light strips. In the 2D image, there is a
certain pixel width with the laser light stripes. In order to reconstruct the laser light strips
accurately, we need to refine them, that is, extracting the center of laser light strips.

Many scholars in China and abroad have conducted research on the extraction algorithms of
laser light stripe center, and there are three main common extraction algorithms [44]: the first
is a threshold-based laser light stripe geometric center extraction method; the second is laser
light strip energy center extraction method based on grayscale center of gravity; The third
method is laser light stripe center extraction method based on direction template. Among the
three methods, the first method is simple, but the accuracy is susceptible to edge detection. The
second method is faster, but it is easily affected by environment and noises [45], The third
method has strong noise resistance and can repair some light bar fractures, but it needs much
calculating and the accuracy is coarse. Since the center coordinates of the laser light strip
obtained through the second method can only reach the pixel level, we need to further obtain
the subpixel center of the laser light stripe with higher precision, which can be solved by using

the Hessian matrix:

Fgxy) d*g(xy)

| o= dxdy _[Tex Tay
HGy) = Zgixy)  92gxy) ®Cxy) = [ryx 1'”y;v} @41)
axdy dy?

where g(x,y) is the 2D gaussian kernel with standard deviation, € (x, y) is the image and 73,
Tyy» Txys Tyy are the partial derivatives,
Laser light plane equation can be calculated after we got the pixel coordinates of the laser

center.

2.3.2.2 Laser light plane equation

At present, the main calibration methods of laser optical plane include wire drawing method
[46], serrated target method [47] and calibration method based on double intersection ratio
invariant [48], Wire drawing method is to project the laser light plane on several different
surface filaments, the light plane and the filaments intersect to form bright spots, calculate the
three-dimensional coordinates of these bright spots, and then extract the center coordinates of
these bright spots from the image, according to the corresponding relationship can complete the
calibration of laser light plane, this method has high requirements for equipment and operation,
and can be used for calibration of the number of feature points is limited, The serrated target
method is similar to the wire drawing method. The serrated target is fixed on the moving
platform, and the intersection of the laser optical plane and the serrated target forms a polyline.

The turning point of the polyline is the intersection point of the serrated prism and the laser
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optical plane, Cannot be used in field calibration. In this paper, the calibration method based on
double intersection ratio invariance is used to find multiple collinear points on the calibration
board, and the single-line laser is projected on the calibration board. The corresponding image
containing laser light strips is collected by the camera. The intersection point of the line where
the laser light strips are located and the line where the collinear points are located is solved by
using the intersection ratio invariance characteristics, so as to complete the calibration of the
single-line laser light plane,

Light plane calibration is the process of determining the position between the light plane and
the camera, that is, obtaining the parameters of the light plane equation under the camera
coordinate system. The calibration model of the light plane equation is shown in figure 2.8. L
is the light stripe projected by the light plane on the plane target, and the P is a point on the light
stripe L. Using the calibrated camera imaging model and the center coordinate extracted on the
calibration board, we can get the camera coordinates of the light strip point. Set the camera
coordinate of the i** point on the j"* light stripe image to PCJ; = (X gir Yé, 4 gi).

The equation (2.19) divide by -D for the sake of simplicity, the equation for the spatial plane
of the light plane in the camera coordinate system is:

aX+bY +cZ—1=0 (2.42)

- -
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Fig.2.8 Calibrate Laser Plane

Put the camera coordinates of the center point of the light stripe into the equation (2.42) and
write it as a matrix:

XL YL 7Y
5. P 5' a
X}, vi zf H= ! (2.43)

N N N
cK XCK XCK
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In the equation, N is the number of light stripe image frames obtained by rotating the target,
and K is the number of points on each light stripe. Use least squares to solve over-determined
equations and we get:

a DY P CHEND Y IBD Y U ch DY I Y 2P c¥ 7} Z‘lezi{le{

[b] = sy xiyl sy vk owose vigd sy s vl o

C i .
21};12 Xét,zél 121 1YC}1ZéL EJ’ 1ZK Z] 2?’=1Z§(=1Zi[

2.3.3 hand-eye calibration

2.3.3.1 traditional hand-eye calibration

The base coordinate system 0,X,,Y,Z; of the scanning system, in which the sensor is fixed
at the end of the robot, is presented in figure 2.9, All measured data are converted fo this
coordinate system. The end-effector coordinate system is indicated as 0.X,Y,Z,, the coordinate
system origin is located in the center of the end flange plate, the direction of the X-axis is
opposite to the direction of the identify hole on the end flange plate, the Z-axis is perpendicular
to the end-effector, and the Y-axis is established as right-handed rule. The laser sensor
coordinate system 0,X,Y,Z is located on the laser plane; its X-axis is perpendicular to the laser
plane, The tool placed at the end flange plate needs tool coordinate system to define its center
point (TCP). Tool coordinate system is defined based on the end-effector coordinate system,

which can be used to describe the motion of the robot along its axes. If a tool is worn or replaced,

¥ OXYZ,

OXiYeds

/ O3, ¥iZy
[T 77771777

Fig.2.9 Laser scanner system based on robot

it only needs to redefine the tool coordinate system without any change of the program,

In traditional hand-eye calibration [49] is to determine the rotation matrix R and translation
T, between the laser sensor and robot. We use the hole or sphere as reference through measuring
a fixed point at different poses by a robot scanning system. Matrices R and T can be solved
through constraint of the fixed space point. Due to errors of the robot itself, it is difficult to
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achieve high accuracy, and two-step method described below is proposed.

For a fixed point P in the robot base coordinate system, the relationship between
coordinate X, in the robot base coordinate system and coordinate X in the laser sensor
coordinate system is as follows:

=T T -0 s>

Where X, is the fixed point’s coordinate (X, ¥y, Z3) in the robot base coordinate system, X
is the fixed point’s coordinate (X, Y, Z,) in the laser scanning sensor coordinate system. Ry
and Ty are the rotation matrix and translation from 0.X,Y,Z; to 0, XY, Zy. R and T are the
rotation matrix and translation from Q.XY,Z, to O.X,Y.Z; Equation (2.45) is expanded as
follows:

Xp=Ryg-Rs-X;+Roy  Te+ Ty (2.46)

Controlling the robot and making the laser sensor measure the same fixed point twice, we

obtain the following equations:

{Xb = Rgy * Ry + Xg1 + Rpg - T+ Tyq (2.47)

Xp = Roz ' Rs - Xsz + Roz - Ts + T
Because the posture of the robot remains unchanged during scanning (the motion with
translation only robot controlled shown in figure2.10 ), that is, Ry, = Ry, = Ry .From equation
(2.47) we can get.
Ry Ry (X1 —Xs2) + Tor =Tz = 0 (2.48)
Here, R, is an orthogonal matrix. Collecting several sets of experimental data, we have:
R[Xs1 — X5z Xe1 — X3 o X1 —Xen 1 =
Rg[Toz = To1 Toz = To1 o Ton = To1 ] (2.49)
Making A = [Xg = Xgp Xg = Xgz oo Xg1 — X 1, b = R{[Toz — To1 Toz — Toy - Ton —
T4+ ] Equation (2.49) can be written as R;A = b. We can use singular value decomposition

method to solve this equation, that is:

R, =UVT (2.50)
Here, V, U is right singular matrix and left singular matrix of AbT Note that
rm T T3
Ry =1{Ts T3 ?"5} is a rotation matrix and meets the following orthogonal constraints:
;7 Tg To

ré+ri+rd =1

E+ri+ré =

Hrrg+rd =1
Tttt 5+r3-1=0
T T+ gty T =10

Ty T+ 15 Tg+Tg Tg=0
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Therefore, R only has three degrees of freedom. During the experiment, the sensor driven
by the robot scans the standard sphere and obtains the centers of the several sections. R is

solved via equation (2.40).

Standard sphere

(a) Use sphere to calibrate {b) Use robot to scan

Fig.2.10 Laser scanner system based on robot

from the reference [49]

Using translation and rotation motion to scan a fixed sphere, with the coordinates of the laser
sensor in O.X Yo Z and equation (2.37), the coordinates under 0, X, Y, 2}, can be acquired, for
two different points, we have

Ro1 * Rg Xg1 = Roz ' Ry * X2+ To1 —Toz = (R — Rosd T (2.51)

Where Ry, and Ty, are the first postures the robot moved, Ry; and Ty, are the second
postures the robot moved.

Change equation (2.51) to the follows:

Ts = (Roz — Ro1) " (Ro1 * Ry * Xg1 = Rop  Rs Koo + Ty — Tg) (2.52)

Traditional hand-eye calibration method for robot scanning system is not suitable for the
articulated arm CMM. Because there is no servo motor inside the articulated arm, the articulated
arm cannot be controlled like a robot, which can scan the standard ball only by the posture
translation in space. Therefore, the translation matrixT cannot be obtained by using the method
of standard ball in literature. Therefore, a fixed flat board is proposed to calibrate the
relationship between the spatial positionfT and the attitude ER of the single-line structured light
3D camera and the articulated arm CMM. The fixed calibration plane has three advantages over
the spherical calibration method:
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(1) The articulated arm calibration process doesn’t need to be like the traditional hand-eye
calibration method to avoid the strict requirements of scanning posture.

(2) The accuracy of traditional hand-eye calibration method is affected by different scanning
spheres, and this method is avoided by fixing the calibration plane.

(3) The cost of the plate with a certain flatness has an advantage over the cost of the ball with

a certain accuracy.

2.3.3.2 plat board hand-eye calibration

Steps of hand-eye calibration via plat board are shown in Fig.2.11. We now derive the
calibrated mathematical objective equation.
For a point P on the calibration plate plane, its coordinates in the measuring arm end-effector

coordinate system and the linear structured light 3D camera coordinate system satisfy the

3= F0=15 710 @s3)

B, is coordinate of point P of the calibration plate plane on the base coordinate system

following relationship:

OpXpYpZy, Py = [Xp Yb»  Zp]T. P, is the coordinate of point P on the calibration plate plane
in the coordinate system 04X Y,Zs, as follows:

P=1{xs ¥ T (2.54)

iR and [T represent the rotation matrix and shift vectors of the transformation from the

coordinate system 0, X, Y, Z}, to the coordinate system 0.X,Y;Z; which need to be solved during

Fix calibration board

Y

Measure calibration board with probe

h 4

Calculate the equation of the plane in OpXpYpZp

A 4

Use laser camera to scan calibration board with different

v

Solve parameters of hand-eye calibration postures system

Fig.2.11 Steps for hand-eye calibration
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calibration. P, is coordinate of point P on the end-effector coordinate system 0. X,Y;Z;, P, =
[X¢ ¥t Z]7,the coordinates can be measured with contact probe to obtain calibration plate.
The plane equation of the calibration plate in the measuring arm base coordinate system

0p X YpZy, is as follows:
Pyl _
[4y By Cy D] | 1] =0 (2.55)

The parametersAy, B, , C, , Dypare parameters of the plane equation. Using the contact probe
of the measuring arm to measure the 3D coordinates of a large number of calibration points on
the calibration plate, and then using the least square fitting to obtain these parameters of the
plane equation of the calibration plate. Transform the plane in equation (2.55) from the base
coordinate system 0,X,Y;Z, to the end-effector 0.X. Y Z:

[4; B, C, D,] [’;t] =0 (2.56)

The relationship between Ay, By, Cy, D; and A,, By, C,, D}, in equation (2.54) is as follows:

Ay
Ce
And the D, expression is as follows:

Ay
BbJ (2.57)
Cp

Dy = Dy — [A, B, GIiT (2.58)
Equation (2.58) will be proved as follows:
’ T T Ty Tx
IR tT] Ty 15 715 T
A Y 2.59
[ 0 1 rm Ty Ty TZ ( )
0 0 0 1
T
Point @, = (0,0, - %'?—) under coordinate system 0, X, Y, Z}, is on the plane, can be
b
converted to under 0,.X,Y:Z, by equation:
D
T T 3 Ty --é-f-r3+Tx
_ | 5 T Ty Qs — —%T‘ + T
Qr = o Tg 1y 1 [ 1 ].._ gb 6 2.60)
0 0 0 1 - -E’%rg + T,
b

Since (,is on the equation of (2.56), it has the following relation;
D D D
A (—a‘frg +T,)+ B, (m-é—;lrﬁ +T)+C (—C—:rg +T,)+ D=0  (261)
From (2.57) and (2.59) get:

At rlAb + T‘sz + Tng
Bt:[ = T',q_Ab + Tst + Tst] (2.62)
Ct T7Ab + TBBb + T'ng

we can get:
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Dy,
Dt = E,‘I;‘(At I + Bt s + Ct Tg) - Ath - BtTy - Cth

Dy,
=7 (1 13d4p + T4 TeAp + 15 79Ap)
b
Dy,
+C—( +1, 13Bp + 15 1By + 15 198)
b

Dy
+C—(7‘3 130, + 16 16Cp + 1o 79C3)
b

~ ATy — BTy, — G T, (2.63)
We know from the orthogonality of /R:
N1y 1 16Ap + 1y 1Ay By A1 4By + 1y 9By =0 (2.64)
3 130y + 15 150, + 19150, = (p (2.65)
Equations (2.64) and (2.65) are substituted into equation (2.63) to obtain:
Dy = Dy — [Ay, B, Cl4T.
Substitute equation (2.53) into equation (2.56) to obtain:

t t
sk ST:I Py —
e Be 6 D[R T[] =0 (266)
make:
n rn T
_ER s [T4 g T'G:l (2.67)
T Tg Ty

Notice that iR is the rotation matrix, which satisfies the orthogonality of matrices. (RERT =

E, E is the identity matrix. As follows:

T I3 Ty 1y 1 0 0
o ] [ 4 r8]= [o 1 o} .68

7 Tg Tl 13 Tg 19 0 0 1

R can be represented by the roll angle ¢ of rotation about Z axis, and angle y of rotation

about Y axis, and angle & of rotation about X axis, The three angles represent, as follows:

T T3
R=in 1 Tﬁ}

7 Tg Ty
1 0 0 Cy 0 SyjfCe —S¢ O
= [0 ceo —SGH 0 1 OHS(p Co 0]
0 S¢ coll-Sy O Cyito 0 1
CyCo —CySop Sy
= {COS@ + 505yCyp COCo — S85yS¢ -—-SBCy} (2.69)
S8Sp — COSyCe S8Ce + COSySp  COLy

Cy = cosy, Co = cosp, CO0 = cos0, 58 = sin0, Sy = siny, S¢ = sing.
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Let the translation vector (7":

T
= (te,ty,t,) (2.70)
Equations (2.57), (2.58) and (2.69) are substituted into equation (2.56) to expand, and

equation (2.61) can be obtained:

AXsry + Apysto + Ay + At +
Bexgra + Bpyers + Bezgrg + Btty +
Cthl‘-; + Ctysrg + Ctzsrg + Cttz + Dt = 0 (271)

Rewriting (2.71) into matrix form (2.72) is obtained:

A%, \ T
Arys

Az
Ay

B tXs

B
Bf;ss X+ D=0 (2.72)

By
Cth
Ce¥s
\We
| C; |

X is the parameter required to solve the hand-eye calibration of the measuring arm and the

linear structured light 3D camera, it also contains iR and IT. Its expression is as follows (2.73):

T
ty —
N=lnrmr ty ars 1oty yrate t,] =

COSYcoSQ
—Ccosysing
siny
x
cosfsing + sindsinycose
cosfcosp — sinfdsinysing
—sinfBcosy
ty
sinfsing — cosfsinycosg
sinfBcosgp + cosBsinysing
cosBcosy
t, |

(2.73)

(2.73) is the target equation, assuming that the j point of the laser line obtained from the it"

B ; . ] + s - s T . . .
scan on the calibration plate is B =[x y¥ 2Y] is substituted into 2.74:
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Hi;tX+Di=0 (2.74)
Hy =[x iyl Az a¢ Bixd Y
Bizd B Cix! chyy clz) cf ] 2.75)
AL, Bl CL D} is the representation of the plane equation parameters Ay, By, Cy, Dy, in the
coordinate system 0.X,Y;Z, measured by the contact probe under the i-th scanning attitude.
Build the objective function.
|2

F(9,7.6, ty ty, t;) = min DL 3N | Hybx + D (2.76)

M is the number of scanning and N is the number of points of laser line on the plate for each
scanning. The hand-eye calibration parameters tR and T can be obtained from equation (2.73)

by using nonlinear optimization algorithm.

2.4 Conclusion

This chapter introduces the working principle, physical structure and mathematical model of
the articulated arm. To understand the coordinate system of hand-eye calibration, mathematical
modeling is helpful. The hand-eye calibration section introduces the method of single-line
structured light and hand-eye calibration of robot in the industry. Although the robot and the
articulated arm have the same mathematical model, they have different working modes. This is
mainly because the robot is driven by an internal motor, which can make the robot hover in the
air and walk out of a specific track, while the articulated arm cannot move by itself. This paper
innovatively proposed to rely on a plate for hand-eye calibration, and to build a mathematical
model for hand-eye calibration based on the coplanar characteristics of points scanned under
different posture scanning calibration plates.
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Chapter 3 Cross-line scanning system

3.1 Hardware structure

To achieve rapid acquisition of the indicated contour of the measured object, we designed a
set of cross-line structured light scanning systems based on the structured light three-
dimensional vision measurement principle. Fig.3.1 shows a schematic diagram of the scanning
system. For the single-line structured light A and single-line structured light B, the light planes
are cross to each other, thus forming the cross-line structured light. The cross-line structured
light and 2D camera are fixed together onto mounting plate, and the whole system is installed
at the end of the measuring arm. The measuring arm and camera laser are connected to a

computer through a USB interface, enabling unified control.

Articulated Arm

Computer

Hen L lEBration circles board

Fig.3.1 Schematic articulated arm-mounted cross-line structured

3.2 cross-line 3D reconstruction model

Fig.3.2 depicts the manner in which the two lasers are turned off and on periodically. Time
denotes the time required for the camera to acquire a frame, which is aligned and synchronized
in the hardware. Fig.3.3 shows the pictures captured by the camera when laser A, B and AB
shoot on the plane.
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Fig.3.2 Cross-line laser work period

The direction of the line in the 2D image was estimated locally by computing the eigenvalues
and eigenvectors of the Hessian matrix. The response of the ridge detector given by the value
of the maximum absolute eigenvalue is a good indicator of the saliency of the extracted line
points. As we need to compare the center light of the two frame, we used the gray center method.
When laser A is turned on, the current frame is denoted by N and the center of the light bar was
extracted from left to right and top to bottom. In the j** column of the image, the light bar

region is S. Then, the row is calculated as:

¢ _ Lyesgray(ly)=y
uJN Tyesgray(jy) (31)

Fig.3.3 Laser A opened (top), laser B opened (middle), and laser AB
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All the collected light bars are collectively denoted as:
Ug = {u}'?N (3.2)

Similarly, when laser B is turned on, the current frame is ¥ + 1 and the light bar in the j*
column is located in region S. Similarly, the row is:

c _ Exesgray{j.y)xy
Yine1 = 75 grayGy) (3.3)

The coordinates of all the collected light bars are denoted as follows:
Ui = {tsa} 3.4

When lasers A and B are opened at the same time, light bars in all column directions are
found. At this time, the frame is N + 2 and the collected light bars are denoted as;

Uiz = {ujCN+2} (3.5)

The position of the light bar recorded by US,, in equation (3.5) is polysemous and needed to
be distinguished, for which the following equation can be used:

|ufyrs —uy| ST (3.6)
And

|tz — qu+1{ <T (3.7)

In the comparison, T is the allowable threshold for extracting the optical bar position. If
it matches equation (3.0), it is determined that the light strip belongs to laser A, and if it
matches equation (3.7), then the strip belongs to laser B, If three pictures are captured by the
camera, we can only obtain four sets of points with the cross-line laser compared to three sets
of points obtained with the single-line laser. Through this method to improve the frame rate of
the 3D points, the scanning frame rate increased to 1.33 times that with a single-line laser

ideally.

3.3 hand-eye calibration

The cross-line is created by two single-line laser, so we can use the approach 0f2.3.3.2

section to calibrate the relationship between camera and the end-of articulated arm CMM.
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Chapter 4 Multi-lines scanning system

4.1 Hardware structure

We use two cameras and a multi-lines laser to build a multi-lines scanning system with
articulated arm CMM shown in Fig 4.1Two 2D cameras and the laser are fixed together with a
holder, the holder is mounted on the end-of the arm. The articulated arm, cameras and lasers are
connected to a computer through a USB interface, enabling unified control.

Articulated Arm
Laser

..~ i

o

N\ { / Probe

. 2 v
& f' ?,:\
iy Compnuter
Left Camera - ,,”; s
AT /Calibration circles board

Fig.4.1 Schematic articulated arm-mounted multi-lines structured laser

4.2 3D reconstruction

The hand-hold 3D laser scanner needs to pick the marker point for 3D match. The marker

point is reconstructed by the principle of binocular stereo vision.
4.2.1 Binocular reconstruction

Assuming that the world coordinate system coincides with the left camera coordinate system,
0,X,Y,Z, represents the left camera coordinate system, 0,1, v, represents the image coordinate

system, f; represents the left camera focal length; 0,X,V.Z, represents the right camera
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Left camera Right camera

Fig.4.2 binocular stereo vision

coordinate system, O,u, v, represents the image coordinate system, and f,. represents the right
camera focal length. P(X}, Y; , Z;) is any point in space, and the coordinates of P point on the left
and right cameras are p;(y;, v;) and p,(u,, v,.) in the image coordinate system. The following

relationship can be obtained by transforming the model from the camera perspective:

wyr [ 0 07740

) [vl] = {0 fi 0|Y: 4.1)
1 0 1) LZ,]
Uy - 0 07 A

Sr [vr] = lo fr O Y (4.2)
1 0 0 111z

where §; = Z;, 5, = Z,
There is a certain rotation and translation relationship between the left camera coordinate
system and the right camera coordinate system, assuming that the rotation matrix is R and the

translation vector is T', there is the following transformation relationship:

X, X, ot T3 L[
Yol _[R Ti|Y|_fm 5 16 ||V
z.| Lo 1] Z Ty Ty t\|Z (%.3)
1 1 0 0 0 11l1
where
T Tz T3
R = [7‘4 Ty ?"5] (4.4)
7 Tg Ty
and t,

(4.5)
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fit, Zw/fi

Uy o fira fTs Zo/f
S, [Ur}x firn fre fite frty l Zl t (4.6)
1 T'? T'B T‘g tz 11

Therefore, the 3D space point P(X}, Y], Z;)in the world coordinate system can be expressed
as the following equations (4.7), so that binocular stereo reconstruction can be realized.

21y
X, =2
l f
2y
Y, =—
=5 (4.7)
Zl — filfrtx—trts)

Uyt f )~ fr{ra e vptra f1)

4.2.2 parallel multi-lines 3D reconstruction

P is a point in the laser line shown in Fig.4.3 and P image coordinate in the left camera system
is (o, Vur),and from section 2.2, we know that P (X, Yy, Z,;)coordinate in the left camera
system is:

Left camera Riglt camera
%\ RT

[ Laser
b

Ob;:ec(
Fig.4.3 multi-lines 3D reconstruction

{X el = XaZe

4.8
Yor = yuila (4.8)

Suppose that the optical plane equation of the i**laser in the left camera coordinate system
is

Equation (4.8) is substituted into the above equation as follows:
AxyZo + BiywZoy +CGZy+ D=0 (4.10)

Figure out the point P in the left camera coordinate system of the i*" laser line Pilc as follows:
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Zl = =Dy /(Aixy + By + C)
X = x,70° @.11)
Yilc = yuZi’

How to determine the laser plane, need to use the polar constraint.
The internal parameters of the left and right cameras are calibrated by Zhang's calibration
method, and the coordinates of the point X,,, in the world coordinate system to the left and right

cameras are set asX; and Xy, and transformed into Ry, Ty , Ry, T, There are:

X, =R X, + Ty (4.12)
and

Xr = RpX,, + Ty (4.13)

Combined equation (4.12) and equation (4. 13) eliminates X,, to get:
Xg = RpR;'X, + Tp — RRR;'T, (4.14)
The relation between the points in the left camera coordinate system and the right camera is:
Ry = RpR;? (4.15)
Tir = Tp — RRR;T,, (4.16)

Xf

Fig.4.4 Epipolar constraint

As shown in Fig.4.4. The origin of the left and right camera coordinate systems is C; and C,
respectively. Through any point P in the world coordinate system and the opposite polar plane
is the plane m. The intersection line between the opposite polar plane and the left and right
camera image plane is called the polar line, namely e;and e,in Fig. 4.4. The intersection point
of the left pole g;and C; P is p;, which is the projection point formed by the three-dimensional
space point P on the left camera image plane, while the intersection point pr of the stone pole
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e, and C,.P is the projection point formed by the three-dimensional space point P on the right

camera image plane.

For the left camera, we assume that the projection point of three-dimensional point P in space
on the left image plane is p;, and three-dimensional point P in space is located on the ray with
optical center €; as the endpoint pointing to the projection point p;. In addition, we cannot
obtain other constraint information, so it is impossible to determine the depth of the dimension
C; P Therefore, the true position of three-dimensional point P in space cannot be determined. If
a right view is added to consider, then the situation is quite different. Any three-dimensional
point in £, P corresponds to a unique point on the pole e, in the right image. That is to say, we
can use the corresponding relationship between the projection point p; on the left image and the
projection point p,on the stone pole e, to finally determine the specific position of the three-
dimensional point P in space. Corresponding to a fixed point in space in the left and right camera
projection is determined.

According to the transformation relation between left camera and right camera in equations

(4.15) and (4.16), the coordinate P/ in the coordinate system of right camera is:
PI¢ = [X[° Y7 ZI°T" = Ry P{ + Top (4.17)

In the case that the internal parameters of the right camera are known, the pixel coordinates
of the right camera are converted by equations (4.17) :

pf =[x ¥1" (4.18)

Through i, p] is compared with the laser fringe taken by the right camera. If p] is within a

certain range of the laser fringe taken by the right camera, the light plane can be determined, so
as to reconstruct all the laser fringe.

4.3 multi-line scanning model

4.3.1 match marks

The matte ring mark point used can increase brightness along the direction of the light source
(see figure 4.5). Under the condition of lighting, we extract the central circle and obtain the
center point of the circle, which takes on the shape of an ellipse in the camera due to the camera's
angle of view and distance.

Ring mark can be filtered out by size and shape.

(1) Size filtering. In binocular stereo vision, we can determine the size of the measured object
projected in the image according to the size of the measured object, adjust the angle
between the left and right cameras, and the distance between the object, When the camera
angle is 0, the non-coding point produces the largest image on the CCD. Therefore, we
only need to calculate the circumference of the non-coding point circle in the image taken
at this time to determine the filter range. Through the above analysis, the camera working
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distance in this paper is 300mm, the focal length of the camera is 8mm, the diameter of the
non-coding point circle is 3mm, and the corresponding image circumference is about 200
pixels, so we can set a perimeter range to filter out ellipses that do not meet the conditions.
We can filter out with the following constraints:

Poin < P < Bpax (4.19)

(a)Label mark points on the object (b) No light on the left and light on the

Fig.4.5 Marker points

P is the contour circumference of the non-coding point circle projected on the image when
the angle between the camera and the non-coding point is 0, Py and P,y are the maximum
and minimum values of the contour circumference projected on the image when the angie
between the camera and the non-coding point is slightly changed, and the value here is
Pain =200, Pax = 350.

(2) There are many ways to describe the shape of non-coded points. In this paper, we select
roundness as the shape criterion for describing non-coded points. Roundness can be used
to describe how close the contour of a small circle is to a circle at a detected non-coding
point, and we can define it as the ratio of the square of the circumference P of the small
circle contour to the area A of the small circle:

PZ
C=— (4.20)

4TA

When the outline is a standard circle, the roundness C takes a value of 1, which is the value
of the non-coded point when the projection angle is 0 degrees. In actual measurement, the
projection angle captured by the camera will change, that is, when the projection angle becomes
larger, the roundness C will also become larger, and the ratio of the long and short axes of the
ellipse will also become larger, and the error will be larger if the center of the ellipse is used as
the anchor point. Therefore, we need to filter out this part of the ellipse. By calculation, we
conclude that when the projection angle is 50 degrees, the roundness of the image outline of the

non-coded point in this chapter has a range of values as:
1.0< <17 (4.21)
In order to get the correct matching point pair on the image captured by the left and right
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cameras, we need to use the matching information and some topological relationships of other
non-coding points within a certain range around the matching point to determine the uniqueness
of the match, At present, there are two common matching methods: the first one is a 2D image
matching method based on its own features , usually using SIFT operators or other methods to
finish the matching of image feature points taken by left and right cameras in binocular stereo
vision. This method doesn’t need to manually paste marker points, but it is greatly affected by
the surface of the measured object, for example, if the surface of the measured object is smooth
and with no obvious features, the image matching can not be carried out smoothly. Moreover,
in the high-speed real-time measurement, this method requires large computing, so it is not
applicable. The second method is to combine coded and non-coded points [50]. Since the coding
point has unique identity, we can find the corresponding point in the left and right images by
decoding, and then match by establishing a topological relationship between the non-coding
point and the coding point with a known matching relationship [51]. The topological
relationship here makes use of the intersection ratio invariance principle of affine
transformations. Next, we will give a brief introduction to this principle, as shown in figure 4.6,

Fig.4.6 Schematic diagram of intersection ratio

In the figure 4.6, points A and B are called the base point pairs, and points C and D are called
separated point pairs, The ratio of two directed line segments determined by the dividing point
to the base point is called a simple ratio as follows:

SR(4,B,C) = AC/BC (4.22)
SR(A4,B,D) = AD/BD (4.23)

while the ratio of two simple ratios in four points on a line is called the intersection ratio. The
intersection ratio of the four points A, B, C, and D on the straight line in the figure is:

SR(A,BL) _ AC/BC
SR(A,B.D}  AD/BD

CR(4,B,C,D) = (4.24)

The straight line in space is transformed by spatial geometry and the intersection ratio of the
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corresponding point column on the line remains unchanged, as shown in figure 4.7.
CR(A,B,C,D)=CRA, B', C', D) (4.25)

O

="
Fig 4.7 Schematic diagram of the spatial intersection ratio invariance

However, it is very strict in pasting coded points and non-coding points, otherwise it is easy
to mismatch, so usually it is not suitable for practical applications, and the decoding process is
also complex, not suitable for high-speed scanning. Using the binocular matching method of
non-coding points, we only need to paste non-coding points instead of coding points as we want.
And it is easy-to-operate and convenient, only to ensure that there are a certain number of non-
coding points in the public fteld of view of the left and right cameras. This matching method
combines the advantages of the RANSAC algorithm [52-53] and polar constraints, greatly
reducing the false matching rate, so as to obtain as many matching pairs as possible. Next, we
will briefly introduce the principle of the RANSAC algorithm.

Here we can use an example to describe the RANSAC algorithm, assuming that given some
points on a 2D plane, now we need to fit these points to an approximate straight line, and the
estimated mathematical model equation is the straight line equation, Because two points can
determine a straight line, we first randomly select two of them, find their straight line equations,
and then calculate the distance from other points on the plane to the line. Here we need to set
the distance threshold to select the appropriate point, and then take out these points that meet
the distance threshold range, and the target point can also become the inside point. After solving
through multiple sampling, the straight-line equation obtained by the set of experiments with
the largest number of internal points is the straight-line equation we need to fit. We think that
this line is the best fit to these 2D plane points. The above is a preliminary explanation of the
RANSAC algorithm, and it has obvious effect in image matching. For binocular stereo vision,
assuming that the left and right cameras collect two pictures, there are N pairs of matching point
among them, the set of matching point pairs is P, obviously there will be more or less some
wrong mismatching, but the RANSAC algorithm can filter out them. Although it is a left and
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right picture taken of the same object, due to the different perspectives that cause affine
transformation, the geometric relationship between the two images can be described using the
affine transformation matrix H with 9 parameters, that is, the transformation matrix will also be
met between pairs of matching points. To solve the affine transformation matrix, we need at
least 4 pairs of matching points.

The specific process of the RANSAC algorithm in image matching is as follows:

(1) Each time, N pairs of matching point can be randomly selected from the initially obtained
set of matching point pairs P, where N is greater than or equal to 4;

(2) The affine transformation matrix H between the two images is calculated using the
selected N pairs of matching points;

(3) Calculate the distance from other matching point pairs in the set P to the matrix H, and
then find out the matching point pairs with distances less than the preset threshold T, and
add these found matching point pairs to the inner point set. We record the number of
matching point pairs ¢ in the inner point set;

(4) Repeat the above three steps at k times;

(5) Compare the number of inner points ¢ in the k sampling results, select the largest set of
inner point data, and use it as the best set of matching point pairs;

(6) According to the maximum number of inner points calculated above, the affine

transformation matrix H is recalculated;

However, the RANSAC algorithm takes a long time when there are many points,

As shown in figure 4.4, I, and [, are the image planes captured by the left and right cameras
in the binocular measurement system, assuming that there is any point P, P, and P. are the
projection points of point P on the left and right camera images, it can be seen that P; and B, are

a pair of matching points, and there is the following conversion relationship between them:
BTFP =0 (4.26)

F is the base matrix.

Since in real measurement, it is inevitably to have some errors caused by external conditions,
so we only need to ensure that the distance between the center of the non-coded point and the
pole line is within a certain threshold range can be counted as a candidate matching point,
assuming this threshold range, the relationship is as follows:

BTFP, < § (4.27)

The setting of the threshold depends on the accuracy of the camera calibration, In this chapter,
we first used 0,01 pixel value as the threshold condition. Thus, we can get a candidate match
point set N. However, due to the distribution of non-coding points and the extraction error of
non-coding points, there will be some mismatches in the matching point pairs obtained by using
polar line constraints, Sometimes one-to-one unique matches can also be false matches.
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Therefore, how to eliminate false matching point pairs is the key to non-coding point matching,
Usually there is a one-to-many situation during the experiment, when the polar constraint can
no longer meet the uniqueness requirement. Since there are not many non-coded points that can
be matched in the two figures, they cannot be filtered, but points with non-matching
relationships need to be excluded. In this regard, we first need to find at least four pairs of
unique matching points, through which the perspective transformation matrix H (containing 9
unknown parameters) can be solved, assuming that the perspective transformation matrix H has
the following form:

hi1 Rz hag
H=|hy1 Ry Ny (4.28)
hy1  hyy g3

Assuming that the set of matching points between the two images captured by the left and
right cameras is (x;, y;) and (x;, y;), respectively, each set of matching points can obtain the
following relationship according to the above perspective transformation matrix:

xi (hyzX; + hapVi + has) = Rygxp + Ay + Ryg (4.29)
¥i(hg1x; + hgo¥y + hag) = Rpyx; + Ao Vi + hos (4.30)

Through four pairs of non-collinear matching point pairs, we can find all the parameters of
the H matrix, and then calculate the distance from the matching point pairs in the remaining
matching point sets to the matrix H. Set a threshold T, all points with a distance less than the
threshold T will be added to the set of matching points, and then we record the number of
matching points ¢ in the set. Repeat multiple sampling, we solve the number of matching point
pairs ¢ according to the perspective transformation matrix H obtained each time, and then
compare the number of these matching point pairs, and take the largest value as the best value,
so that we can get the correct matching point pair, so as to add constraints to one-to-many
matching point pairs, find unique matching point pairs, and filter out one-to-one mismatched
point pairs,

Take an image with a mark with a binocular (see figure 4.8).

Fig.4.8 marks match,

The purpose of 3D matching is to convert the local point cloud data reconstructed from
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different perspectives to the same coordinate system, which is also to realize the reconstruction
of the entire measured object through multiple perspectives under the condition of insufficient
single-view 3D information. Now there are also some solutions, one of which is to use multiple
cameras to shoot the measured object from different perspectives. Because the camera is fixed,
so the relative position relationship between them can be guaranteed. This way, the coordinate
system under each camera can be converted to a coordinate system through the position
relationship, so as to reconstruct the entire shooting object. The advantage of this method is that
it is more convenient and faster. However, the fixed camera is not convenient to carry, and the
cost is high, so it is not practical.

The advantage of handheld laser 3D scanning is its portability and not affected by
geographical factors. From the perspective of real-time measurement, if the camera can collect
50 pictures per second, then laser scanning measurement needs to complete 50 image
processing, matching, reconstruction and 3D matching in one second, and the scanning of the
entire measured object requires at least thousands of times. Therefore, there is high standard for
scanning speed. Moreover, the speed of the 3D matching algorithm directly affects the speed
and accuracy of the entire scanning process. At present, researchers in China and abroad have
also done several deep research and experiments on 3D data matching, and one of the most
common methods is a 3D matching based on distance matrix [54]. This method requires us to
manually paste marker points on the object, and then use the spatial invariance of marker points
[55] to establish a spatial distance mairix between marker points, and then find matching marker
points through iteration. This method can realize the automatic matching of spatial marker
points, but it does not effectively use the information around the matching marker points, so the
accuracy is not high, and mismatching occurs when the distance is equal. The above matching
method is not high in accuracy and slow, which is difficult to meet the requirements of muiti-
view matching during real-time 3D scanning. This paper proposes a 3D matching method based
on Euclidean distance for non-coded point 3D matching, which makes full use of the Euclidean
distance information of the points around each 3D point, and these information are different, so
that each 3D point can be labeled with an identity, just like an ID card, so that we can precisely
find the matching point pair.

In the last section, we introduce detailed binocular matching of non-coded points, so we can
add two points clouds obtained from different angles that have been reconstructed by the
binocular system, and the two points clouds exist in a common area for 3D reconstruction.
Suppose these two points clouds are point cloud A and point cloud B, the set of non-coding
points in point cloud A is represented by M (p;), and the set of non-coding points in point cloud
B is represented by M{(q;). The essence of 3D matching is the 3D matching of spatial point
clouds, as long as the common non-coding point part of the two points clouds is found, the
rotation translation of the two points clouds can be solved, and finally normalized to the same
coordinate system. This method comprehensively uses the "spatial feature invariability”
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constraint, "continuity" constraint and "uniqueness" constraint to match the point cloud. Among
them, the "spatial feature invariability" constraint means that if there are common points in two
points clouds, then the Euclidean distance between these common points must be equal. The
"uniqueness” constraint, as the name implies, is that the pairings between matching points must
be unique. The "continuity" constraint means that the correctly matched points are always
continuous across two points clouds.

Since the position of each reconstructed non-coding point in the point cloud is fixed, its
Euclidean distance relationship with the surrounding point cloud is also fixed. We can use these
relationships to label each non-coded point with its own Fuclidean distance feature label, We
can consider each label as an ordered container, and the order represents the only feature of the
non-coding point, which we call the Euclidean distance feature of the non-coding point,

Suppose p; is a point in the set M(p;) and g; is a point in the set M(q;), in order to find the
matching point in the set Q, we need to go through the following steps:

(1) First, we find the label of p;, that is, solve the Euclidean distance from the point to p; in

M(p:);

(2) Then we arrange them in order of distance and size, and store them in the corresponding
array container Vp;.

(3) Then we solve the labels of the points in M (g;) and save them to their array containers
Vq; respectively;

(4) We compare the distance in all array containers Vg; with the distance in the array
container Vp; in turn, due to the existence of error, even if the two points clouds have
something in common, the Euclidean distance between them will not be exactly the same,
so It 1s necessary to set a threshold T to count the paired distance that meets the threshold
range, and finally obtain the counting result C;;

(5) Repeat step (4) to obtain the counting result C; of the point p; in M(g;), compare the
result (;. The maximum value corresponding to q; is the spatial match point of p;, but
sometimes because the maximum value has duplicate, then we can discard and continue
to start from step (1), if there is only one maximum value, then we execute the next step;

(6) We can start from the matching point pair when we find it, if the distance between a point
p; and p; in M (p;) is d(p — p;), and then go to M(g;) to find a point g, that is:

Lo ldlg—q)—dp-p)I<T

(7) Then the point p is the spatial match point of the point g.

(8) Repeat step (6) until all matching point pairs have been identified. By taking steps [56]
above, point clouds can be matched. But it's still not very convenient, But if the linear
laser camera and the measuring arm are well coordinated, the matching of marker points
can be very easy.

From the step above, we find it isn’t convenient to use mark points to stitch the point clouds.

Use posture during articulated arm working to replace the mark point. Hand-eye calibration is
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necessary for multi-lines structured light camera to work with articulated arm.

4.3.2 Hand-eye calibration

We can use the approach of 2.3.3.2 section to calibrate the relationship between camera and
the end-of articulated arm CMM.

4.4 Conclusion

This chapter studied the 3D reconstruction of multi-lines lasers, Firstly, we introduce the
binocular reconstruction algorithm, Secondly, we have studied multi-lines 3D reconstruction.
Last, we have studied the marker points matching method before point clouds stitching, as the
complex of the marker points, we proposed that use articulated arm’s posture to replace the
method of marker points.
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Chapter 5 Experiment

5.1 single-line scanning system experiment

S.1.1 The hardware system

Fig.5.1 is the hardware system used in this experiment. The system mainly consists of a
calibration board that is a white standard plane plate, a flexible 7-axis measuring arm, line laser

and 2D camera. The hardware parameters are as follows:

1) Flatness of the calibration board:0.015mm.
2) The precision of the articulated arm: 0.02mm.
3) linear structured light 3D camera based on camera and laser
a) Z direction resolution; 0.01-0.012mm.
b) X direction resolution: 0,025-0.028mm.
c) The field of view of the line sweep camera: 62-72mm.
d) laser wave length: 405nm

Fig.5.1 hardware system
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5.1.2 The experimental steps

The experimental process as follows:

1) Calibrate 2D camera and laser plane equation

Position the calibration board under the camera shown in figure 5.2 at different angles and
take at least 8. The circle centers of each captured image were extracted ,then the internal
parameters of the camera and the distortion of the lens are calibrated by Zhang Zhengyou's
calibration method. As shown in figure 5.3, we captured the center of the circle on the
calibration board, assign the value of the world coordinate system to each center according to
the specifications of the calibration board, and calibrate the internal parameters .The internal
parameters of the calibrated camera are:

5145.36 0 1517.37
M= 0 5153.66 1023.36
0 0 1

The corresponding distortion parameter K is:
k = {-0.09035 0.1954 — 0.000659 — 0.000978 — 0.4617]
Capture the laser line on the calibration board image, Then keep the calibration board stall,
turn off the laser, adjust the exposure time of the camera, and take the corresponding calibration
board image. Within the laser irradiation and the camera's field of view, move to the b,c

positions, as shown in figure 5.4.

Fig.5.2 The equipment for experiment
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Fig.5.3 figures collected for calibration camera, green note stands for RMS(Root Mean Square)

Fig.5.4 Calibration laser plane, left side is the image of laser line on the calibration board, right

side is the image of calibration board when laser turn off.
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a. Z direction view b. Y direction view

Fig.5.5 points cloud extracted for calibration the laser line,

two different views in camera coordinate system

The pixel center of each position photographed into the light stripe was extracted, and the 3D
coordinates of the light stripe under the camera coordinate system were calculated through the
camera's internal parameters and the center information of the calibration board.

Fit the 3D coordinates of each collected light stripe to a plane. After normalizing the normal
vector of the plane, we can get:

—0.0042275x + 0.73558y — 0.67742z 4+ 91.78 = 0

Import the extracted light stripe point cloud into the 3D software, as shown in figure 5.5.

2) Calibrating board setting and planar equations oblaining

The calibration board is fixed on the desktop, and the hard probe of the measuring arm is used
to measure around the plane calibration board. The positions measured around the measuring
arm are shown as the black dots in Fig5.2. The plane equation of the calibration plate in the
articulated arm base coordinate system OyX;YpZ, can be obtained with the following
parameters:

—

Fig.5.6 Reference position diagram of calibration board
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[Ap By Cp Dp] =
[0.0001814 0.00000737 0.9999 6.3935]

3) Image information obtaining

The articulated arm takes linear structured light 3D camera to scan the calibrated board from
different attitudes as Fig.5.7 shown. In the attitude a, ¢, e, the laser light plane is perpendicular
to the calibration plate as far as possible. In the attitude b and d, the included angle between the
laser light plane and the calibration plate plane is about 45 degrees. At least 2 times of data
collection under cach attitude Fig.5.8 shown. The aim is to cover as much as possible the

working attitude of the linear structured light 3D camera.

Fig.5.7 Reference position diagram of scanning



Fig.5.8 Scanning calibrated board with 5 angles

Fig.5.9 shows captured images by camera on each posture. Table 3 shows the attitude and
position of the end-effector feedback of the articulated arm when linear structured light 3D
camera scanning calibration board. A, B and C represent the pitch angle, yaw angle and roll
angle of the end-effector respectively, and the unit is Angle. X, Y, and Z are the position
components of the end-effector in the Oy,X,Y,Z; coordinate system X, Y, and Z in
millimeters.From A, B, C, X, Y, Z we can get 2R and 2T, get {R and [T .
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Fig.5.9 Captured images by camera on each posture

Table 3 Arm coordinates collected for each of the five postures.

Posture A B C X Y VA
a 178.812 4.462 19.542 649,179 -171.705 201,483
b 183,281 -23.115 31753 744,115 -197.079 179.886
¢ 146,105 3.211 23,922 649.743 -63.662 143.021
d -176.732 41.058 19,680 499,043 -188.059 200.824
€ -145,388 -1.381 31.560 651.862 -308.580 174.691

The plane parameters A,, By, Cp, Dycan be converted into the corresponding A% , B, Cf, Df (1
equals a,b,c,d,e) with R and [T . Substitute the laser points P’ obtained by scanning in Step 2)
and A%, B}, CE, D} into the target equation to obtain:

'—0.424531
0.663009
—0.61659

41.376
—0.90541
ty = | 031178
%7 10.288130

21.496
—-0.00121

0.680594
0.73266

L 112.286

Write the result above as iR as follows:
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—0.4245 0.6630 —0.61659
R =|-090541 -0.31178 0.28813
—0.00121 0.68059  0.73266

The corresponding angles 0, v, o:
0= —21.468° y = -38.068°, ¢ = —~122.632°,
Translation vector 7' :
r= 141376 21496 112.286]7
In this way, the parameters of hand-eye calibration are obtained. Repeat 5 times according to
the above experimental steps to get table 4. The average values of (R and T of the 5
experiments results are as follows.:

—0.4245 0.6630 —0.6166
R =|-09054 —0.3119 0.2881
—0.00121 0.6806  0.7327

T = [41.341 21504 112.257]"
(R and !T are used as hand-eye calibration results to verify the 3D image measurement
accuracy of the system.
In Fig.5.10, we use the scanning system to scan the cup and get the point clouds with the
hand-eye calibration results.

5.1.3 Verifying the calibration accuracy

Table.4 Hand-eye calibration results obtained by 5 times

No. g ¥ i) Ly Ly t,

] -21.468 -38.068 -122.632 41.376 21.496 112.286

2 -21.405 -38.031 -122.617 41.338 21.521 112.232

3 -21.464 -38.083 -122.648 41.432 21.477 112,289

4 -21.522 -37.990 -122.635 41224 21.550 112,154

5 -21.370 -38.131 -122.578 41.337 21.483 112,326
AVG -21.446 -38.061 -122.622 41.341 21.505 112,257
Std 0.0530 0.0477 0.0241 0.0681 0.0269 0.0598

Fig.5.10 cup and points clouds obtained
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In order to verify the accuracy of the calibration, measurement experiments of several objects
were performed using the above calibration results, Fig.5.10 shows the white flat plate one the
left, the true value of flatness of board is 0.015mm manufacturer afforded, and points cloud

obtained by about 83210 pixels converted.

Fig.5.11 calibration board and points clouds obtained

The distances from all points to the plane were plotted as the histogram shown in Fig.5.12
where the horizontal axis stands for the distance bins and the vertical axis stands for the numbers
of points, The horizontal axis unit is millimeter. From Fig.5.12, about 97.9% of points were
distributed between -0.05mm and 0.05mm.

5.1.4 Measured results and precision analysis

A standard metal ball with tolerance of 0.02mm and a diameter of 34.96mm was measured.
Fig.5.13 is standard metal standard ball on the left and the points cloud obtained by scanning
the standard ball on the right, About 179427 pixels of 3D image are convert to points. The points
are fitted into a ball by the least square method and the ball diameter was calculated to be
34.94mm. Calculate the distances from the measured points to the least-squares ball center
subtracted by the radius of the standard ball, and plot them as a histogram shown in Fig.5.13
where the horizontal axis stands for the distance bins and the vertical axis stands for the numbers

of points.
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Fig.5.12 Histogram of distance to plane
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As shown in Fig.5.14, 95.54% of the points in the histogram of the difference between the
distance from the measured point to the center of the ball and the radius of the ball are
distributed in -0.05mm to 0.05mm. The accuracy can reach 0.05mm obtained for the difference
between the measured diameter of the ball and the standard diameter based on ISO-10360-8.

Fig.5.13 standard ball object and the points cloud obtained by scanning
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Fig.5.14 Histogram of the difference with the radius of the ball

The problem that traditional hand-eye calibration method is not suitable for the articulated
arm scanning system is solved. Aiming at the difference between articulated arm and Robot, a
plane calibration board with certain flatness is proposed as the calibration tool, and the target
equatioﬁs for solving iR and [T are constructed. Experiments verify the feasibility of the

method, and the scanning standard ball accuracy can reach 0.05mm.

5.2 Cross-line scanning system experiment

5.2.1 The hardware system

Fig.5.15 shows the hardware system used in this experiment. The system mainly consisted of
a flexible 7-axis measuring arm, laser A, laser B, and a 2D camera. The hardware parameters
were as follows:
(1) The precision of the articulated arm: 0.02mm.
(2) For the 2D camera:
a) Z direction resolution: 0.01-0.012mm.
b) X direction resolution: 0.025-0.028mm.
¢) The field of view of the line sweep camera: 62-72mm.
d) Laser wave length: 405nm
Fig.5.16 shows the calibration camera and the circular array calibration plate used for hand-
eye calibration, In Fig.5.16, the circle spacing was 3.75 mm, the circle diameter was 1.875 mm,
and the accuracy was 0.001 mm. The material was ceramic. The metal gauge block used to

verify the calibration result is also shown.
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Fig.5.15 Hardware system

5.2.2 Calibration of the camera and laser light plane

First, the camera was calibrated, following which the calibrated camera parameters were used
to calibrate the optical plane of AB and lasers A and B. As shown in Fig.5.17, 15 pictures were
collected from various angles, and the internal parameters of the camera were obtained using
the calibration method of Zhengyou Zhang, where fx = 5145,362, fy = 5153.664, cx = 1517.375,
and ¢y = 1023.363. In the obtained distortion parameters, for the radial distortion, k; =
—0.09903, k; = 0.195427, and ks = 0.41673; meanwhile, for the tangential distortion, k5 =
—0.000065974 and k, = —0.0000978477.

Fig.5.16 Calibration board and gauge blocks
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As shown in Fig5.18, the upper and lower graphs on the left were used to calibrate the optical
plane of laser B, while the upper and lower graphs on the right were used to calibrate the optical
plane of laser A. The calibrated equation of the light plane of laser A was as follows:

[A, B, Ca D] = [—0.659905 — 0.551732 0.51 — 68.7215]
while that for laser B was:
[4;, By, €, D) = [0.76417 — 0.543156 0.34787 — 49.616]

Fig.5.17 Calibrate the camera. Laser B is fixed by hot glue

The accuracy of the calibration was verified by measuring the height of 20 mm and the
statistical height distribution, as explained next.
As shown in figure 5.19, a measurement block with a height of 20 mm was used for

verification. The abscissa represents the measured height (in mm), and the ordinate represents

Fig.5.18 Calibration the laser line plane
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the height value statistics (in units). The mean height was 19.989 mm, and the standard
deviation(std) of height was 0.006 mm.
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Fig.5.19 Histogram of the height of block

5.2.3 Hand-Eye Calibration

As shown in Fig5,20, the joint arm with the camera photographed the calibration plate in

Fig.5.20 One of the six postures captured

different postures and recorded the coordinates of the joint arm feedback. A total of five sets
were captured. we obtained the hand-eye relationship X:
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—-0.42684 0.66270 —0.61532 4.1373

X = —0.904314 -0.3163 0.286604 21.393
—0.004728 0.678785 0.73432 112962
0 0 0 1

The calibration result X and laser light plane parameters were used for scanning and testing,.
Fig.5.21 shows a scan of the calibration plate (note that only a single scan could be completed),

Fig.5.21 Calibration board scanning result

Fig.5.22 Air pod scanning result

Fig.5.22 shows a scan of a complex surface that is correct, and Fig.5.23 shows a standard ball.
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Fig.5.23 Standard ball scanning result

)
i
2l

Fig.5.24 Mouse scanning result

In the scan, the determination threshold T of equation (3.6) was set as 10 pixels.

If equation (3.6) and equation (3.7) both met the conditions, the one with the smallest
difference was chosen.

Point clouds are obtained shown in Fig.5.25 when the flat board is scanned in one direction
with a single-line and a cross-structured light.
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(a) Single-line structured light {b) Cross-line structured light

Fig.5.25 Flat board point clouds with single-line and multi-line structured light

We scan the workpiece shown in Fig.5.26 (a) and use the software PolyWorks [57] to
calculate the deviation from the model in Fig.5.27 (b).

(a) workpiece (b) compare with model

Fig.5.26 Scan the workpiece and calculate the deviation from the model
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5.2.4 Measured results and precision analysis

Fig.5.27(left) shows a white plate with a scanning flatness of 0.015 mm. Fig.5.27 (right)
shows a point cloud obtained from a white flat board. All points were fit to a plane, and the
distance from all points to the plane was calculated. The statistical histogram shown in Fig.5.28
was obtained. The abscissa represents the distance (in mm), while the ordinate is the number of
points in the distribution, with 96% distributed within +/-0.05 mm. The main deviation was

due to the hand-eye calibration.

Fig.5.27 Flat board and the scanning result obtained
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Fig.5.28. Flat board and the scanning result obtained
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5.3 multi-lines scanning system experiment

5.3.1 The hardware system

Fig.5.29 is the hardware system used in this experiment. The system mainly consists of a
flexible 7-axis articulated arm, multi-line laser, and two 2D cameras. The hardware parameters
are follows:
1) The precision of the articulated arm: 0.02mm.
2) 2D camera
a) The field of view of the camera: 62-72mm.
b) Acquisition rate:80FPS(frame per second)
¢) Resolution:3072x2048pixel
d) Work resolution:2658x800pixel

3) multi-line laser
a) wave length: 650nm
b) Number of lines:11

Fig.5.29 Hardware system
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Fig.5.30 Circular array calibration plate and white calibration plate

5.3.2 Binocular calibration

Calibrate the camera with a circular calibration plate,
Calibrate the internal parameter My, of the camera as follows:

Fig.5.31 Center of circle captured by calibration plate collected
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0 5175.62 1032.405
0 0 1

The corresponding distortion parameter kis:

k;, = [-0.1035 0.3449 0.000706 - 0.00032 — 0.139]
The internal parameter matrix M_R of the right camera is:

5163.38 0 1563.458
MR =

5174.97 0 1524.358
ML =

0 5162.49 1039.554
0 0 1

The corresponding distortion parameter kg is:
kp = [—0.0895 0.192148 0.000079 — 0.00015 — 0.5824]
The rotation relation of the two cameras is:

0.546702 0.02539 0.8369417
Rip = [-0.03461 0.99937 —0.007715]
—0.83661 ~—0.0247 0.547238

Translation relation is;
Tir = [-117.4319 2.4648 63.229]7

5.3.3 Optical plane calibration

Fig.5.32 Calibration light plane

The circular calibration plate was placed on the plane, the laser line fitting line irradiated on
the calibration plate was extracted, the coordinates of the extracted laser line could be calculated
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according to the relationship between the left camera and the calibration plate, and the circular
array calibration plate could be moved to another position under the condition that the laser and
camera were not moved. Solve the coordinates of the laser line. Here, because the straightness
of the laser edge is less than the center part, select the middle 5 lines are solved, and the optical
plane equation obtained is:

A:0.5465x 4+ 0.7106y + 0.4431z — 43.254 =0

B:0.5772x + 0.7132y + 0.3976z — 44.228 =0

C:0.6050x + 0.7144y + 0.3513z — 45.155 =0

D:0.6316x + 0.7138y + 0.3025z — 45,743 =0

E:0.6565x + 0.7107y + 0.2527z ~ 46,175 =0

The Smm measuring block was measured to verify the accuracy of the calibration. Fig.5.33

shows the distribution of measuring point cloud height. The horizontal coordinate indicates that
the unit of height measured is mm, and the vertical coordinate indicates the unit of height worth
statistics. The mean height is 5.002mm. Std = 0.02.
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Fig.5.33 Histogram of height
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5.3.4 Hand-eye calibration

Fix the white calibration plate on the marble and measure the calibration plate for one week

with the measuring arm probe. The general position of the measurement is shown in Fig. 5.34.
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Fig.5.34 Position for probe on the board

The plane equation of the white calibration plate in the coordinate system of the measuring
arm base is:

[4p By, Cp D] = [0.00066 0.0001421 0.9999 6.498867]
As shown in Fig.5.35, the measuring arm scans the white calibration plate with the structured

Fig.5.35 Scan the white calibration plate,
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light camera. The obtained point cloud data and the attitude matrix 2R and 2T fed back from
the end of the measuring arm to get the solution.
The attitude matrix 2R and 4T of the feedback at the end of the measurement arm are

substituted into equation (2.47) to get the solution.

The rotation relation (R between the multi-line structured light camera and the end of the
measuring arm is;

—-0.77305 —0.44229 —0.454708
tR=10.38834 —0.896779 0.212077
—-0.50157 -0.012635 0.865022

Quantity of translation!T is:
T = [73.507 4.651 119.688]"

5.3.5 Scan Test

As the bright spot in the laser center is removed during processing, the point cloud of a frame
is obtained, as shown in Fig. 5.36

Fig.5.36 The camera acquires a frame point cloud

The camera can be moved to fill in the gaps as the object is scanned. By scanning the
workpiece on the right of Fig.5.37, the complete workpiece can be scanned without the aid of

the mark points.
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Fig.5.38 Right earphone of airpods

The earphone effect of scanning complex curved surface is shown in Fig.5.38.

Fig.5.39 Venus statue

Scan Venus statue shown in Fig.5.39(left), the point clouds is shown in Fig.5.39(right).

77



Point clouds were obtained from five different attitude scanning calibration plates. In
Fig.5.40, the same color of the point cloud on the right represents the point cloud acquired at

one fime,

Fig.5.40 The white calibration board on the left and the point cloud on the right.

Fit all the point clouds into a plane. Calculate the distance from the point to the plane, The
statistical histogram of Fig.5.41 is obtained. The horizontal coordinate represents the distance,
in mm. The y-coordinate is the number of points distributed. 95.1% is distributed at +-0.08mm.
The main deviation comes from laser.

In Fig.5.42, the number of point clouds in one frame of three structured lght is calculated
for the same scene, we find that the number of multi-line structure light point clouds is the

largest.
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Fig.5.41 Histogram of distance to plane
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(2) Malti-line structured light (b} cross-line structured light (¢) single-line structured light
Points number:3859 Points number:1171(average) Points number:968

Fig.5.42 Point clouds with three forms of structured lights
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Chapter 6 Summary

6.1 Conclusion

At present, the advancement of laser 3D scanning technology is gathering its pace. Compared
with the traditional measurement solution, it features in speed, accuracy and stability, which
can be used in all walks of life. In the future, laser structured light scanning technology will
become more and more popular and enrich people's lives. This paper, we study the approach of
hand-eye calibration for single-line structured light camera with the end-of articulated arm. In
order to improve the efficiency of the single-line structured light based on articulated arm, we
extend the single-line structured light to the cross-line structured light. Through the analysis
and study of the binocular matching problem of parallel multi-line laser light strip center and
based on non-coding point matching problem, this paper proposes detailed solutions, and tested
them with lots of experiments. This paper also designs a set of parallel multi-line 3D scanning
device based on articulated arm CMM.

This paper proposes a new model scheme for laser 3D scanning technology based on
articulated arm CMM, which combines single-line, cross-line structured light system and the
multi-lines structured light based on binocular stereo vision. The main contents and
achievements of this paper are as follows:

(1) This paper proposes a method for hand-eye calibration based on flat calibration board.
Different from the traditional method of using small balls to calibrate the line laser, the flat
calibration board is cheap, and flatness is easy-to-guarantee and easy-to-obtain. The acquisition
of the center and diameter of the ball is directly related to the obtained spherical data, and the
third traditional calibration algorithm relies on the fixed scanning path of the ball, and there is
no motor inside the measuring arm for a specific track.

(2) This paper proposes that how a single-line laser scanning technique can be extended to a
cross-line laser scanning system in order to improve the scanning efficiency. Moreover, we
provided our implementation details, through which an object point cloud can finally be
obtained, and showed how to differentiate the cross-line in one frame by comparing the pixel
position extracted throughout the frame sequence.

(3) In order to 3D match the point clouds reconstructed for multi-line structured light, non-
coding points are required. This paper discusses the combination with the articulated arm CMM
to avoid manually attaching marker points, so that the workpiece can be scanned at any time.
Under the condition of the same frame rate, the efficiency of multi-line laser scanning system
is much higher than that of cross-line and one-line structured light.

(4) Finally, this paper verifies the line laser and articulated arm CMM calibration, and by
scanning the standard product, this paper also validates that the accuracy of scanning based on
the single-line laser and articulated arm CMM can be controlled within 0.05mm. The
experiment verifies the effectiveness of distinguishing different laser light planes when laser A
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and laser B are opened in the cross-line structured light system. Considering the linearity of
multi-line laser and the problem of bright spots in the middle, the accuracy is 0.08mm, and this
paper verifies that the multi-line laser and the articulated arm CMM do not depend on the 3D

matching of marker points.

6.2 Next steps and future research

In this paper, a scanning system consisting of the structured light with the articulated arm
CMM is verified. The frame rate of 3D points was 1.33 times faster than that of single-line
structured light with the same 2D camera ideally. However, it should be noted that further work
is necessary to improve the ratio of AB opening simultaneously, which may increase the
efficiency of scanning by controlling the periodicity of the two lasers. The red laser used in for
multi-lines scanning system in the experiment has bright spots in the middle, so the extraction
of the centerline and irradiation of the high-reflection material will interfere with other laser
lines, In the next step, we need to replace it with a laser projector with good straightness and no
stray light interference in the middle,

We also have to consider deploying more laser lines, and more and more compact, easy to

operate. The real sense of fast, convenient, high precision.
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