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Abstract

In the new era of Internet of Things (IoT), different components of Intelligent Trans-
portation System (ITS) will be linked, thus enhancing safety and effectiveness for
road users. In addition, the evolution of conventional Vehicular Ad hoc Networks
(VANETs) into Internet of Vehicles (IoV) and Software-Defined Vehicular Networks
(SDVNs) will enable real-time data interaction among many entities such as vehi-
cles, infrastructure, pedestrians, cloud data centers and cities. The features of these
networks such as programmability and flexibility improve the performance and man-
agement of VANETs. However, there are some problems with network scalability,
network connectivity, information dissemination and management, security and so
on. Also, by having many entities, there are abundant available resources and the
exploitation of all resources should be done without compromising the applications
requirements.

In this thesis, considering these challenges, we propose an intelligent approach
based on Fuzzy Logic (FL) and Software Defined Networking (SDN). We consider
many parameters and implement intelligent systems that can be used in different
scenarios. However, problems containing many parameters are known as NP-Hard
problems. Therefore, FL is used as an adequate method for making decision in
real-time, which is very important in VANETs. The proposed approach considers a
cloud-fog-edge layered architecture consisting of different capabilities and makes
use of an integrated fuzzy-based system implemented in the SDN controllers. The
proposed system decides the best layer for a vehicle to handle a certain application,
taking into consideration the application requirements and the available connections
with the surrounding vehicles. We evaluate the system by extensive simulations. We
design and implement a testbed to evaluate its feasibility in a real-life scenario.

The simulation results show that the network overload is decreased and the avail-
able resources of the network can be exploited. In addition, the performance of the
proposed system is related to the number of considered parameters and complexity.
On the other hand, the experimental results demonstrate that the proposed approach
is feasible, but a larger-sized testbed is necessary to determine the exact accuracy. We
also compared the simulation results with experimental results. The comparison re-
sults show that the simulation results and experimental results are close to each other.
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The contributions of this thesis are as follows. 1) We give insights about VANETs
and the emerging technologies supporting IoV. 2) We implement and show the per-
formance evaluation of a resource management system based on FL for VANETs. 3)
We propose and implement many subsystems to evaluate the resource capabilities of
cloud-fog-edge layers separately. 4) Implementation of the proposed resource man-
agement system in a testbed. 5) Comparison of simulation results with experimental
results.

The thesis structure is as follows. In Chapter 1 is presented the background,
motivation and structure of the thesis. Chapter 2 are introduced different types of
wireless networks. Chapter 3 presents VANETs, the radio access technologies, net-
work architectures, data dissemination, security and privacy. Chapter 4 are described
some of the emerging technologies and approaches that enable implementation of
Network Function Virtualization (NFV), network slicing, cloud computing and SDN.
Chapter 5 is given a detailed explanation of SDN, cloud-fod-edge computing, and
their use in VANETs. Chapter 6 introduces intelligent algorithms. Chapter 7 provides
basic information of FL theory, fuzzy sets and fuzzy systems. Chapter 8 presents the
implemented intelligent fuzzy-based systems. In Chapter 9, we discuss the evalua-
tion results of the proposed systems and the implemented testbed. In Chapter 10, we
conclude this thesis and give directions about future work.
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Chapter 1

Introduction

This chapter provides an analysis of the challenges that transportation system around
the world faces today with the aim to explain how vehicular networks can solve their
problems. Then, we give a description about the motivation behind this research
work and the objectives it attained. In the end we describe the structure of this thesis
and give a short description of each chapter.

1.1 Background

One of the biggest challenge of big cities today is facing congestion and traffic jams.
According to a report of European Commission, the cost of road congestion in Europe
is estimated as high as 1% of GDP [1]. Some of the countries are more problematic
than others. Traffic congestion in United Kingdom has incurred a cost of 24.5 billion
Euros, which is 1.6 % of their GDP; one of the highest in the region. Congestion in
metropolitan cites in Japan with more than 1 million inhabitant costs about 463.8
billion Yen, which represents more than 61% of total cost of vehicular transport [2].
Another report by Texas A&M Trasportation Institute confirms the high cost of traffic
in United States at around $190 billion in a year [3]. Traffic congestion comes at a
big cost not only in terms of money, but also in time, environmental pollution, noise,
and most importantly traffic accidents. In United States, the average auto commuter
spends about 54 hours in congestion [3]. In Tokyo, the average speed on general
roads is about 15.7 km/h [4]. Automobile gas emissions are important contributors to
ozone layer and public health, including premature deaths, cardiovascular problems
and respiratory illness. Due to nitrogen oxide emissions, roughly 160,000 people in
Tokyo suffer from asthma [5]. Statistics look even more scary for traffic accidents.
Every year around 1.3 million people die in the world because of traffic accidents [6].

For these reasons, Vehicular Ad Hoc Networks (VANETs) have emerged as a help
to protect drivers avoid crashes everyday as they are driving on their normal routes or
new routes undiscovered before, and therefore make travel safer, more efficient and
convenient [7]. There exist many vehicular navigation systems, with Google Maps
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being the most popular, which recommend alternative routes to vehicles to avoid
traffic congestion. Such navigation systems compute different alternative routes in
terms of shortest driving distance, shortest driving time and lowest driving cost (in
case of toll roads). However, taking into account merely these parameters does not
actually achieve the goals of traffic management systems as navigation systems only
serve each vehicle individually, thus offering better services only for their drivers.
Vehicular Ad Hoc Networks, on the other hand, accomplish substantially bigger goals.
They benefit all road users, without any exception, mostly by depending only on
content awareness and inter-vehicle communications. Context-awareness is expected
to play a key role in VANETs, not only by ameliorating traffic management, but also
other important metrics such as the driving experience, the safety of road users, and
the environmental impact. The inter-vehicle communication in VANETs enables a
broader horizon of awareness for the state of other vehicles in the network and the
condition of the surrounding environment. Such data include information about
traffic lights, weather conditions, public safety information, and so on. Furthermore,
the response time in VANETs is dramatically reduced as vehicles would be notified
in real time, almost immediately after some situation occurs, or before the situation
occurs even better. For example, it can predict that an accident can happen given the
capacity of the route and the future amount of traffic expected.

Many might believe that maintaining and repairing the aging infrastructure is the
key for improving transportation systems, but in fact making them more efficient and
safer lies beyond maintenance. The evolution of Intelligent Transportation System
(ITS) has gone through a long journey and can be partitioned into four significant
periods during the history. The main goal of the first period was to improve civil
engineering of the transportation system. During this part, importance was given
to building roads, highways and sidewalks with the necessary road infrastructure.
During the second period, the focus was on improving the mechanical engineering
capabilities of vehicles, by producing more powerful and faster cars. The third
period has been about electronics incorporated into vehicles, with intelligent sensors
installed inside and outside the vehicles which make for a safer and more comfortable
driving experience. As for today, having advanced technologies implemented in
vehicles, the time when vehicles will continuously communicate to each other and
to the transportation system is closer than ever. The focus in the near future is to
improve mobile and telecommunication networks within vehicles and other systems
in order to move toward a more intelligent and connected transportation system.
However, the benefits of VANETs are still on hold until overcoming the technical
and economical challenges of deploying them. The main technical challenges are as
follows.

Mobility and high scalability management. The high mobility of vehicles and frequent
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changes in road condition lead to frequent network disconnections among vehicles
and between vehicles and the network . On the other side, it is common to have a
very large number of vehicles in a very small area. Therefore it is important to create
a network that is capable to handle the large number of vehicles and maintain service
stability during handover.

Lack of centralized management and coordination entity. VANETs are a subset of
Mobile Ad hoc Networks (MANETs), and as such are based on inter-vehicle com-
munication and do not rely on central coordination. Therefore, it hard to have an
equitable share of resources which results in collision of transmitted packets and less
efficient use of channel resources.

Hard delay constraint and providing good QoS. Different applications have different
requirements such as reliability, end-to-end latency, bandwidth, data rate and so on.
Given the complex architecture of these networks, the limited network bandwidth
and the poor stability of the network topology, it can be hard to satisfy the necessary
requirements.

Security and privacy. Having a trustworthy information is important from the
receiver point of view, however sharing this trusted information can violate the
privacy of the sender. On the other side, the distribution of misinformation from
untrustworthy sources can lead to serious problems.

Various communication environment. The environment of vehicles can be urban,
inter-urban and highways. Each of them has different characteristics. For example,
the vehicles driving inside the city struggle to have a direct line of communication
because of trees, buildings and other obstacles.

Resource management. Conventional VANETs, having limited resources, face
various challenges in resource management. Given the big amount of data in Internet
of Vehicles (IoVs) and the increasingly numbers of vehicles joining these networks,
the incorporation of cloud technologies in VANETs is seen as good solution.

Interoperability. VANETs consist of heterogeneous wireless technologies and guar-
anteeing communication between them is a challenging task. The need for coexistence
and interoperability is evident.

The research in VANETs aims to provide new ways that overcome the aforemen-
tioned challenges. Cloud computing offers unlimited storage and computational
capability that can be accessed from anywhere. The integration of cloud, fog and edge
computing in VANETs enables vehicles to send and retrieve huge amounts of data at
any time and place, without being concerned about their limited storage capability,
satisfying end-to-end latency requirements despite the complex processing of data.
The evolution of the 5th Generation (5G) of Cellular Networks marks a huge leap in
the advance of VANETs. 5G base stations (5G-NR gNodeB) can serve as a gateway
to the Internet and therefore enable big data storage, processing, and analyzing in
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the cloud infrastructure. Software Defined Networking (SDN), Network Function
Virtualization (NFV), Network Slicing, and Information-Centric Networking (ICN),
among others, are some of the approaches and paradigms that not only promise
to enable the required interoperation but also offer new ways on dealing with the
massive data information of the ever-increasing number of Vehicle-to-everything
(V2X) services. With the integration of Artificial Intelligence (AI) in VANETs, vehicles
will be able to acquire the information from many more sources, and therefore they
will be able to take better decisions to avoid potential accidents and enhance the
driving experience.

We give a more detailed overview of the mentioned challenges in the following
chapters, whereas in the next section we present the main objective of this thesis.

1.2 Motivation and Objectives

Even though the IoV will open many possibilities for a plethora of applications, there
are still many challenges that are yet to be addressed [7,10,27,28]. Of the utmost im-
portance is, for example, the management of the abundant information and resources
available in these networks. Even a single vehicle generates huge amounts of data
and considering the fact that the number of vehicles keeps increasing, managing these
networks becomes more difficult. In addition, many new applications that require
more and more resources come along continually, leading to increased complexity in
network management.

In order to support a wide range of applications which have different require-
ments, VANETs must be able to manage their available resources efficiently. To cope
with the challenges described in subsection 1.1, we propose in this thesis an intelli-
gent architecture based on Fuzzy Logic (FL) and SDN approaches that can efficiently
manage Cloud-Fog-Edge (CFE) storage, computing, and networking resources in
VANETs. By using FL, the proposed approach can manage the resources in real-time
while dealing with imprecision and uncertainty. The main research contributions are
summarized as follows.

• The paper presents an integrated system, called Integrated Fuzzy-based System
for Coordination and Management of Resources (IFS-CMR), which, different
from existing approaches, makes a decision following a bottom-up approach in
a cloud-fog-edge architecture.

• IFS-CMR considers the condition of the network created between vehicles,
such as the Quality of Service (QoS) in the network and the unused amount
of resources, together with the application requirements, to select the best
resources for a particular situation.
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• IFS-CMR is composed of three subsystems, namely Fuzzy-based System for
Assess- ment of QoS (FS-AQoS), Fuzzy-based System for Assessment of Neigh-
bor Vehicle Processing Capability (FS-ANVPC), and Fuzzy-based System for
Cloud-Fog-Edge Layer Selection (FS-CFELS), each having a key role in the
proposed approach.

• The feasibility of the proposed architecture in coordinating and managing
the available VANETs resources is demonstrated by the results of extensive
simulations.

• Testbed implementation.

• Comparison of simulation results with experimental results.

1.3 Thesis Organization

This thesis is organized into ten chapters, and a flowchart representing its structure
is given in Figure 1.1. Chapter 1 conveys the focus of the thesis, the definition of the
problems and identified objectives, the contributions, and the thesis’ organization. A
synopsis of the following chapters is as follows.

Chapter 2 gives an introduction to Wireless Networks and to the technologies
that enable them to meet the demands of emerging applications.

Chapter 3 presents Vehicular Networks. The network architectures, the applica-
tions, the radio access technologies, the data dissemination, and the most important
aspects of security and privacy, are among the main covered topics. The chapter
explains in detail the technologies behind recent developments because not only are
these emerging technologies the enablers of the state-of-the-art of vehicular networks
but they also enable full implementation of our proposed system.

Chapter 4 describes the technologies that enable vehicular networks to meet the
demands of emerging applications.

Chapter 5 particulary describes SDN and CFE computing, as they are the main
component of our system.

Chapter 6 takes an overview of Intelligent Algorithms, which includes the princi-
ple of each algorithm, the advantages and disadvantages of their use, and several
respective applications.

Chapter 7 provides fundamental information regarding FL theory, fuzzy sets, and
fuzzy systems. The concept of a linguistic variable, of fuzzy operators, of Membership
Functions (MFs), that of a fuzzy rule, and the inference engine process, are described
in detail for a comprehensive understanding of the application of FL presented in
this thesis.
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FIGURE 1.1: Thesis structure.

Chapter 8 introduces the implemented intelligent fuzzy-based systems. It includes
a description of the proposed systems concerning the objectives and motivation and
gives all the implementation details.

Chapter 9 discusses the evaluation results of the proposed systems and the im-
plemented testbed. An analysis of the simulation results for each of the proposed
systems is presented with the examination of the experimental results of the imple-
mented testbed to follow. A comparison between relevant systems and between the
simulation and experimental results is also drawn.

The last chapter, Chapter 10, concludes the thesis, summarizing the main research
findings and future research directions.
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Chapter 2

Wireless Networks

Wireless networks have dramatically changed the way we work and access informa-
tion. A long time ago information was available only through books in the library
or in internet coffee centers. Now we can search for anything through our mobile
cellphone at no time. People on the go want to do all of the things they do in their
offices and at home. With the recent advancement in wireless technologies and em-
bedded systems, cellphone have become smaller in size but more powerful in terms
of proccessing capability and the range of applications it provides. However, the
increasing need for independence, self-organization and adaptability have emerged
the vast expansion of ad hoc networks. Unlike cellular networks, MANETs do not
have a central administration; the nodes provide a network infrastructure on an ad
hoc basis themselves. In this chapter we present the evolution of wireless networks
from infrastructure-based to ad hoc networks.

Wireless Networks refers to a network that makes use of radio signals and infrared
signals to share information between nodes of the network. In contrast to wired
networks, nodes are able to move freely without losing connection to the network,
unencumbered by wires. Wired network make use of dedicated cables that run to
each end user and can receive and transmit data simultaneously at any time. On the
other hand, devices in a wireless network which use different radio technologies are
allowed to operate on the same frequency bands. To avoid package lost and inference,
they use half duplex communication–which means that only one device can transmit
data at a certain time while the others are listening–in addition to various collision
avoidance techniques. People often refer to wireless signals as Wireless Fidelity
(WiFi), but this is partially a mistake. Wireless include a wide range of technologies
in addition to 802.11, such as ZigBee, Bluetooth, 4G and 5G to name a few.

The components of a wireless networks are the end users devices and the Access
Point (AP). The end users are the devices that we use in our everyday life like
cellphones, laptops, printers, tablets, desktops, smart TVs and so on, which use
wireless data connections. AP transmits beacon messages to the end users devices
to advertise the specific networks that it offers connectivity to (known as a Service
Set Identifier, or SSID). If the device wants to connect to a certain network, it sends a
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request to the AP to join and after completing the necessary procedures the device is
able to communicate with the network.

Depending on the criteria used, network can be classified in different categories.
Based on their coverage area, networks can range from small and personal to large
and global. We will explain the technologies implemented in each of them.

Wireless Personal Area Network (PAN): enables users to establish ah hoc com-
munication over the range of a room (10 meters approximately). Everything around
our room that uses wireless communication is part of Wireless PAN. For example,
using a remote to turn on the TV or open the blinds, computer connection with its
peripherals(mouse,monitor, keyboard, speaker, microphone, scanner, printer). It is
possible to connect the peripherals with cables. But users usually prefer wireless as
they do not want to deal with cables, they want a tedious place to work and they
want the freedom to move the devices around. Wireless network technologies used
for such short distance communication are Bluetooth, ZigBee, IsDA, 6LoWPAN, NFC
and so on. Bluetooth is a low-power technology with a range of 10 meters operating
in the 2.4 GHz and uses a method called frequency-hopping spread spectrum for
transmission. The controller device using Bluetooth dictates the other devices that
are connected what addresses to use, when they can transmit, how long they can
transmit, what frequencies they can use, and so on.

Wireless Local Area Network (Wireless LAN): is a local network in limited areas
such as within homes, coffee shops, office buildings, factories, or in public spaces
such as parks and airports. They are infrastructure-based networks in which every
device has a radio modem and an antenna that it uses for communication and rely on
networking infrastructures like APs and wireless routers to relay packets throughout
the network or with other networks. Ethernet and Wi-Fi are the two most common
technologies used in local area networks. WiFi is a IEEE 802.11 standard that runs
from 11 Mbps (802.11b) to 7 Gbps (802.11ad). Whereas for wired LAN the most
popular is IEEE 802.3, known as Ethernet, which uses copper, coaxial cable, and
optical fiber for transmitting the signal in physical layer. Maximum speed reached
by optical fibers has been 100 Gbps, which was recorded by NTT telecommunication
company in Japan. reach data transmission rates of 319 Tbps.

Wireless Metropolitan Area Network (Wireless MAN): spans to a large distance
over the range of several kilometers and enable users to establish broadband wireless
connections. Common examples are television broadcasts systems and cellular
networks that cover the locations within a city. These networks relay on pre-fixed
infrastructure and have transmission lines made of copper wire, coaxial cable, optical
fiber and radio links, in addition to routers which forward data packages between
different networks. They can also serve as back-ups for wired networks. Popular
technologies used in Wireless MAN are WiMAX (IEEE 802.16), GSM, UMTS, LTE,
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5G.
Wireless Wide Area Network (Wireless WAN): are the largest distance net-

works covering a country, a continent or even different continents. They are also
infrastructure-based networks with a similar network architecture and transmission
lines as Wireless MAN, but have a lower bandwidth and data transmission rate. In
addition to Wireless MAN, their network infrastructure includes also satellite links.
However, maintaining Wireless WANs is difficult as they cover broad geographical
areas and have higher maintenance costs. The Internet, a company that adminis-
ters offices in different countries or users who want to remotely access the private
network of their workplace are good examples of Wireless WAN.

Networks based on the underlined infrastructure can operate in two modes:
infrastructure-based networks and ad hoc networks. A simple illustration of these
two network architectures is given in Figure 2.1.

Wired Network Backbone

AP

Printer

Laptop

Laptop Printer

Cellphone
Cellphone

FIGURE 2.1: Comparison between an infrastructure-based network and
an ad hoc architecture network.

Infrastructure-based network: Networks that are based in a fixed and wired
underlined infrastructure are called infrastructure-based networks (also referred
as backbone networks). In these networks, each of the nodes has a prearranged
functionality and the communication among nodes follows strict rules. Even two
nodes next to each other can not communicate directly, but the data goes through a
central AP, a switch or Base Station (BS). For example cellular networks are typical
infrastructure-based networks that rely on their core network consisting of PSTN
backbone switches, Mobile Switching Centers (MSCs), and BSs.

Ad hoc network: On the other side, ad hoc networks (also referred to peer-to-
peer networks) are formed dynamically through the cooperation of an arbitrary set
of nodes. The nodes are independent from each other and they create temporary
connections with other devices inside their communication range, without using
a preconfigured network infrastructure. In other words, nodes connect directly to
each other, without the need for a centralized administration like an AP. They behave
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either as end nodes or router by forwarding packet to other nodes in a multi-hop
manner. As an autonomous self-configuring network, they can be fully deployed in
any environment. MANET and Wireless Sensor Network (WSN) are typical examples
of infrastructureless networks, and also closely related to vehicular networks [8]–[11].

Based of the technologies used for gaining access to network, wireless networks
can be classified as mobile networks, satellite networks, MANETs and WSNs.

2.1 Mobile Networks

Mobile networks are by far one of the most successful communication technologies
that have had widespread use shortly after their appearance. The current generation
of cellular networks has almost no similarity with the technology that its earliest
predecessor used, and only a few principles, such as the concept of dividing the area
into cells, have remained the same; however, in order to put current advances into
context, we will begin this section with a short review of how these networks have
changed over the last four decades.

Initially, cellular systems were designed for mobile devices inside vehicles with
antennas installed on their roofs. The first generation of mobile networks (1G)
had base stations covering large cells and which did not use the available radio
spectrum efficiently, so their capacity was very small compared to today’s standards.
In addition, the mobile devices were large and expensive, and affordable only by
business users.

It was the development of digital wireless technologies that made it possible for
cellular networks to have the services delivered to the masses through the devel-
opment of the Global System for Mobile Communications (GSM). This technology
marked the launch of the second generation of mobile networks (2G), which intro-
duced increased voice capacity and smaller mobile cellphones. An enhancement
of 2G networks came with the deployment of General Packet Radio Service (GPRS)
technology, providing packet data capabilities over these networks, which supported
new, data-oriented services and applications. Further enhancements of these net-
works arrived with the implementation of Enhanced Data rates for GSM Evolution
(EDGE) that improved the data transmission rates of GPRS. Nevertheless, the mobile
data was only in the beginning, and voice calls still dominated the traffic in 2G
networks.

The growth of mobile data was slow even with the deployment of first commer-
cial third generation (3G) networks—also known by the name Universal Mobile
Telecommunications System (UMTS)—which were introduced in the early 2000s, but
in the years leading up to 2010, its use started to increase considerably [12]. Two
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factors were behind this growth: the availability of enhanced 3G communication tech-
nologies, namely High-Speed Packet Access (HSPA) and Evolved HSPA (HSPA+),
and the introduction of smartphones that supported numerous applications. Shortly
after, the smartphones were everywhere, generating increased traffic, demanding
more capacities, and requiring a reduced end-to-end latency. These issues drove
the mobile networks to move to their fourth generation (4G), with the Long Term
Evolution (LTE) technology denoting the first version of this generation.

Although the current research trend is focused on the fifth generation (5G), and
even beyond it, we will also provide in this section a brief introduction to 4G/LTE,
since the current standard of 3rd Generation Partnership Project (3GPP) for the
deployment of vehicular networks is based on this technology.

4G/LTE

Whilst at the beginning was debated whether LTE should be considered a 4G technol-
ogy, the controversy no longer exists because later International Telecommunication
Union (ITU) gave consent to the use of term 4G to describe technologies whose
performance is substantially better than the performance of 3G systems. For com-
parison, the peak data rates of LTE reach 300 Mbps in the downlink and 75 Mbps
in the uplink under ideal signal conditions, as opposed to the last improvement
of HSPA+, which delivered 84.4 Mbps and 23 Mbps in the downlink and uplink,
respectively. The LTE-Advanced, which came as an improvement of LTE, took these
figures to a different level, with downlink rates up to 3000 Mbps and uplink rates
up to 1500 Mbps [12]. Moreover, this technology reduced the end-to-end latency in
the network to even less than 5ms, proclaiming its feasibility of supporting vehicular
communications in real-world scenarios. The standard for supporting vehicular com-
munications was finally specified in 3GPP Release 14 [13], and it also includes the
specifications of the LTE-Advanced Pro, which was first introduced in the previous
release. LTE-Advanced Pro exceeds the limits of its predecessor, and it is considered
a Pre-5G technology.

5G

What 4G has delivered is impressive, but there is more to come from 5G. There
have been many use cases and applications whose technical requirements exceed
the capabilities of 4G systems introduced over the last years, and 5G is expected
to support them with ease. The ITU-R M.2083 [14] classifies them into three usage
scenarios:

• Enhanced Mobile Broad-Band (eMBB) which addresses the human-centric
applications for a high-data-rate access to mobile services, multi-media content,
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and data. This scenario fosters new services and applications over smart
devices (smartphones, tablets, and wearable electronics). It emphasizes wide-
area coverage to provide seamless access and high capacity in hot spots.

• Ultra-Reliable Low-Latency Communications (URLLC) which opens the possi-
bility for mission-critical connectivity for new applications such as automatic
vehicles, Smart Grid, and Industry 4.0, which have stringent requirements on
reliability, latency, and availability.

• The massive Machine-Type Communications (mMTC) that supports dense
connectivity with a very large number of connected devices typically deployed
in Internet of Things (IoT) scenarios. The devices such as sensors are low-cost,
low-power consumption but typically transmitting a low volume of delay-
tolerant data.

The current standard, 5G New Radio (5G-NR), is required to reach peak data
rates of 20 Gbps in downlink and 10 Gbps in uplink, but further improvements may
reach even higher peak data rates. The technical performance requirements that ITU
has set in the ITU-R M.2410-0 report [15] also include a minimum requirement for
user plane latency of 4 ms for eMBB and 1 ms for URLLC and support for high-speed
vehicular applications up to 500 km/h.

2.2 Satellite Networks

Satellite Networks provide voice, data, video transmission over large geographic
areas. They are used for space research, weather prediction, navigation, and so on.
For instance, television program broadcasting remotely such as journals providing
live reports from war zones are a typical example of satellite system service. Satellites
consist of several transponders, which listens to some portion of the spectrum for
a transmitted data, they amplify the incoming signal, send back the signal at a
difference frequency in order to avoid interference with the incoming signal. They can
be categorized on three groups given their orbit distance from Earth: geosynchronous
orbit (GEO) at 35800 km, medium-earth orbit (MEO) at 10,000 km, and low-earth
orbit (LEO) at 500 to 2,000 km. GEO satellites have the largest coverage area and
they move synchronously with the rotational period of Earth. The minimum number
required to cover the surface of Earth is 3 GEO satellites. A modern satellite has
around 40 transponders, most often with a 36-MHz bandwidth. However there
are several challenges providing service by geosynchronous satellites which are:
significant round trip propagation delay, high power required to transmit, low data
rate which is around 500 Mbps, rain absorbs signal because of their short wavelength.
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For these reasons, LEO satellites were chosen as a better alternative. Because of their
close distance to Earth they do not require much power and the round trip delay
propagation is much less; around 40 milliseconds. They have a fast speed and their
rotation period around Earth last 90 minutes. Famous LEO constellations are Iridium
and Globalstar. They are suitable for travelers who want to use only 1 phone number
while roaming globally and they also cover low-population areas when no terrestrial
network can be located. Their latest deployment is providing Internet service at
high-speed around the Earth.

2.3 MANETs

MANETs are self organizing networks consisting of a group of mobile nodes that are
formed dynamically, in an arbitrary manner, connected via wireless links. Nodes
in MANET are autonomous and do not rely on a central administration nor on a
pre-existing network infrastructure. They do not have only one specific role on the
network, but operate in distributed peer-to-peer mode, generate independent data,
act as an independent router and organize themselves according to the circumstances.
The mobile nodes are free to move randomly, causing unpredictably changes of
topology of the network and continuous changes of intercommunication patterns
among nodes. In order to communicate with other nodes residing outside their
communication range, it is common to have multi hop communication through
intermediate nodes until reaching destination node. Such a network may operate in
a standalone fashion, or may be connected to a fixed-backbone network and access
Internet services.

Due to their easy deployment, MANETs come in handy for providing services for
mobile users in territories with no preinstalled communication infrastructure. They
can be set up anywhere at any time. Historically, they have been used for tactical
military applications to improve battlefield communications and survivability. The
difficult terrains and destructible nature of battlefields means it is suitable to rely
on a fixed preconfigured infrastructure. Moreover, wireless link are vulnerable to
interference and can not propagate signal beyond line of sight. A mobile ad hoc
network creates a suitable framework to address these issues, provides a mobile
wireless distributed multihop wireless network without preplaced infrastructure,
and provides connectivity beyond line of sight.



Chapter 2. Wireless Networks 14

2.4 WSNs

Sensors offer significant help in various social problems by converting real-world
events into digital data that can be processed, analyzed, stored, and acted upon. A
WSN consists of a large number of sensor nodes that operate together to monitor a
particular process. These sensor nodes are typically low-cost and can be deployed
even in remote and rough terrains beyond human reach. A sensor node is typically
composed of a power unit, a sensing module, and a low power transceiver used for
data dissemination, in addition to the storage and processing capabilities that help to
store, analyze, and fuse the gathered data [16]. The sensors communicate with one
another and with BSs through one hop and multi-hop communications using very
little power in order to increase the longevity of the network, which has the power
consumption its critical challenge.

The advances of wireless communications and semiconductors have helped in
increasing the network lifetime leading to widespread use of such networks. Nowa-
days, WSNs are deployed to monitor and model different phenomena like volcanic
activity, structural health condition of tunnels and bridges, heritage buildings con-
servation, agriculture productivity, forecast flooding, and environmental pollutants,
industrial automation process, and many more. Despite their huge potential in many
applications, current WSN must deal with challenges such as limited storage and
processing capability, limited communication bandwidth, and single-purpose design
[17].

WSN will continue to give momentum to many new applications due to the fea-
tures it provides. In ITSs and vehicular networks, WSNs are seen as a key component
of heterogeneous systems cooperating along with other technologies employed in
vehicular scenarios; especially, due to the little installation and maintenance costs
[18]. They can be deployed along urban roads and highways, intersections, and in
parking areas to constantly obtain information and inform the driver beforehand
about the weather and road condition, the traffic state, and so forth. Moreover, by
connecting the sensed data to the Internet, WSN will enable numerous applications
in the IoT, enhancing interaction between humans and the environment.
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Chapter 3

Vehicular Networks

Nowadays, there is a high demand from society for more dynamic and adaptive
intelligent transportation systems. The ultimate goal of vehicular networks is achiev-
ing an accident free environment of drivers and passengers, increase the vehicle
utilization, manage high traffic flow, enable green transportation and much more.
A significant role will play V2X communication technology, enabling emerging use
cases, coorporation with other enabling technologies and networks; for which we
will explain in detail in this chapter.

3.1 VANET and MANET

Originally VANET were seen as a sub-category of MANET. Even though, VANET
hold some of the characteristics of ad hoc network, they also bring about many
new challenges and opportunities. As it was investigated it was realized that they
have unique characteristics different from MANET that make us consider them as a
separate form of study.

VANETs in contrast to MANETs are able to handle a large network scalability
[19], [20]. They consist of a great number of vehicles connected spontaneously via
wireless link within an area. During heavy traffic, the distribution of nodes will be
very dense. Only a system than can effectively handle such large networks is able to
properly cope with a VANET environment. In addition, the environment is much
more dynamic, with vehicles entering and exiting the network rapidly. Making these
network very hard to predict and having frequent disruption in communication. On
the other hand, the high density in VANETs serves to achieve better performance.
The vehicles are more likely to form wide clusters which creates a more evenly
distribution pattern of nodes across the network, and avoid having local clusters
and therefore isolated information spread. Compared to MANETs environment,
the cluster of vehicles in VANETs exchange a greater number of messages; hence,
provide a better knowledge of the condition of the network.
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Another distinct characteristic of VANET is multihop communication. In order
to reach the vehicles that are outside the sender’s communication range, relaying
messages through intermediate nodes is essential,so that information gets propagated
even throughout the distant nodes. Due to the high topology change and the high
movement speed of vehicles, it is very hard to identify the intermediate nodes
that will stay within the network for the needed time to accomplish the desired
transmission. This challenge is considered harder in VANET than in MANET as it is
very common that the nodes in such dynamic environment will move unexpectedly,
and therefore the transmission will not be able to be performed.

VANETs are more prone to security issues compared to MANET. Malicious users
can get access to the vehicle, get confidential information of the car and the driver,
track the route of the vehicle or even try to change its trajectory. Moreover, they are
able to modify messages that are spread throughout the network. Therefore, security
and privacy in VANETs need to make improvements to prevent information from
being leaked and provide a safe environment.

In VANETs the devices connected do not depend on a battery, instead to maintain
their power supply devices are connected directly to the vehicle, which generates
electricity as it runs. This allows more computations to be performed by the devices as
they will not drain the limited power resource for performing heavy processing tasks
related to VANETs. As a result, the system improves its performance by exploiting all
the available processing capability offered in the system while not being concerned
about suddenly disconnection of devices due to overdrawn batteries. The same
holds true also for accessing GPS data. As MANET rely on limited battery resources,
accessing GPS data constantly will consume a large amount of their low reserve
battery. As a consequence, MANET have access to less accurate location data [21].

3.2 Network Architectures

In the following, we describe the most popular terms in literature that researchers
use to describe different vehicular networks architectures.

3.2.1 Vehicular Ad Hoc Networks

It has been two decades since VANETs were first mentioned, and they have been of
chief interest to many researchers ever since. VANETs were proposed as a case of
MANETs but with the distinctive characteristic that the mobile nodes are vehicles,
which, on the other hand, have high mobility and tend to follow organized routes
instead of moving randomly.
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FIGURE 3.1: Illustration of a typical vehicular ad hoc network.

Two types of communications take place in VANETs: vehicle-to-vehicle (V2V)
and vehicle-to-infrastructure (V2I) communication. The infrastructure includes RSUs,
road signs, traffic lights, Electronic Toll Collection (ETC), among others. We illus-
trate the typical VANET communication scenarios in Figure 3.1. These types of
communications support many applications spanning from road safety and traffic
optimization to rural and post-disaster scenarios connectivity.

3.2.2 Internet of Vehicles

The advances in vehicle manufacturing and communication technology have made
it possible for vehicles to be equipped with various sensing platforms, computing
facilities, storage, and control units while being connected to any entity (surrounding
vehicles, RSUs, pedestrians, network, cloud, and so on) via vehicle-to-everything
(V2X) communications [22], [23]. With all these entities connected through vehicles,
and with many of them being designed for other purposes as well, the term ad
hoc was considered obsolete by many researchers as it does not comprehensively
cover the wide range of the technologies integrated within/connecting these entities.
Driven by IoT, researchers gave rise to the concept of IoV as a broader concept to
better represent the new era of vehicular networks.1 While there are many types
of communications envisioned in IoV, only V2V, V2I, Vehicle-to-Pedestrian (V2P),
and Vehicle-to-Network (V2N) have made their way to get standardized by far. We
illustrate these communications with a typical IoV scenario in Figure 3.2.

1However, it should be noted that many researchers still use the term VANETs while detailing the
differences between conventional and novel VANETs architectures, with the latter being equivalent to
IoV.
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FIGURE 3.2: Illustration of a typical IoV scenario.

3.2.3 Cellular V2X

V2X has evolved from just a concept referring to communication types that take
place in vehicular networks to a vehicular communication system that is analogous
to these networks on its own [24]. As described above, the former concept relates to
the connection of vehicles to all nearby nodes that are equipped with networking
functions. The latter represents the technology that can offer a multitude of services
characterized by divergent requirements, ranging from a fully automated vehicle
traveling in a smart city to streaming 8K videos on an in-vehicle infotainment system.
This technology provides an integrated operation between V2V, V2I, V2P, and V2N
by leveraging the infrastructure of Cellular Networks, e.g., 4G/LTE, 5G [13], [25],
[26]. A counterpart communication technology of C-V2X was IEEE 802.11p [27], but
it reached a dead-end in the US as U.S. Federal Communications Commission (FCC)
decided to move on from DSRC [28].

Connected Vehicles or Connected Cars is a very popular term used in the com-
mercial world to express the new generation of cars that can provide all services
described above. In essence, this term is equivalent to the Internet of Vehicles or
C-V2X since all these three terms refer to the concept of new cars that can connect
and interact with their surroundings while offering a myriad of practical applications
and services that bring safety and ease to our daily life.
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3.3 Applications

The technology of vehicular networking has seen growth not only in the number of
available applications but also in the features they provide, and yet it seems to be an
even more enormous potential development ahead. These applications have been
seeking to find certain features that can be provided in some particular situations
with specific purposes. While the technology to support many use cases of these
applications is already available, many other use cases need yet to be supported
properly. In addition, new concepts for new applications come along continually as
the society is eager for innovation and change.

We surveyed the work of different standardization bodies, including 3GPP [13],
[25], [29], ITU [30], European Telecommunications Standards Institute (ETSI) [31], and
other launched projects of The 5G Infrastructure Public-Private Partnership (5GPPP)
such as Fifth Generation Communication Automotive Research and innovation
(5GCAR) [32] and 5G for Connected and Automated Road Mobility in the European
UnioN (5GCARMEN) [33] to make an up-to-date list of the applications and use
cases that have emerged over the years.

The applications are loosely classified for discussion in this thesis into three main
use case groups: 1) Road safety and advanced vehicle control, 2) Advanced traffic
management, and 3) Comfort and infotainment services. There is some overlap
between the three groups of applications because some use cases have features
that belong to more than one of the groups; that is why we differentiate them by
considering their primary purpose.

3.3.1 Road Safety and Advanced Vehicle Control

Road safety and advanced vehicle control applications and use cases are presented
in Table 3.1. Their purpose is to reduce the risk of driving and save the lives of road
users either by directly/indirectly preventing collisions or by mitigating the severity
of the accident if for any reason that accident cannot be avoided.

3.3.2 Advanced Traffic Management

The main objective of advanced traffic management applications presented in Ta-
ble 3.2 is to optimize traffic flow and provide more efficacy for the road systems
for the vehicles, pedestrians, and commuters using public transportation. However,
these applications may offer secondary benefits, which are not directly associated
with traffic management; but, as stated earlier in this section, the classification is
made by considering their primary purpose. Correspondingly, several applications
belonging to road safety and advanced vehicle control group might as well be listed
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TABLE 3.1: Road safety and advanced vehicle control use cases.

No. Use Case Source

1 Vehicle Platooning 3GPP/ETSI
2 Automated cooperative driving for short distance grouping 3GPP
3 Cooperative collision avoidance of connected automated vehicles

Longitudinal collision avoidance
3GPP
ITU-R/ETSI

4 Changing driving-mode 3GPP
5 Emergency trajectory alignment 3GPP
6 Cooperative lane change of automated vehicles / Lane merge 3GPP/5GCAR
7 Road safety services / V2X Road safety service via infrastructure 3GPP
8 Curve Speed Warning 3GPP
9 Enhancing Positional Precision for traffic participants 3GPP
10 Teleoperated support 3GPP
11 eV2X Remote driving

Remote driving for automated parking
3GPP
5GCAR

12 V2V Emergency Stop / V2I Emergency Stop
Stationary vehicle - vehicle problem

3GPP
ETSI

13 Emergency notification and personal security/SOS service ITU-R/ETSI
14 Forward Collision Warning 3GPP
15 Intersection safety information provisioning for urban driving

Intersection collision avoidance
3GPP
ITU-R/ETSI

16 Collective perception of environment 3GPP
17 Cooperative Adaptive Cruise Control 3GPP/ETSI
18 Video data sharing for assisted and improved automated driving

See-through
Vision Enhancement Systems

3GPP
5GCAR
ITU-R

19 V2V Emergency vehicle warning
Back-situation awareness of an emergency vehicle arrival
Emergency vehicle management

3GPP
5GCARMEN
ITU-R/ETSI

20 Wrong way driving warning 3GPP/ETSI
21 Pre-crash Sensing Warning / Pre-crash restraint deployment 3GPP/ITU-R
22 Control Loss Warning 3GPP
23 Warning to Pedestrian against Pedestrian Collision 3GPP
24 Vulnerable Road User Safety 3GPP
25 Pedestrian Road Safety via V2P awareness messages

Network assisted vulnerable pedestrian protection
Vehicle-pedestrian accident avoidance

3GPP
5GCAR
ITU-R

26 Motorbike awareness
Motorcycle approaching indication

5GCARMEN
ETSI

27 Event horizon 5GCARMEN
28 Lateral collision avoidance ITU-R
29 Mixed Use Traffic Management

Vehicle sensors and state sharing
Safety readiness
Decentralized floating car data

3GPP
5GCARMEN
ITU-R
ETSI

30 Public travel security ITU-R
31 Slow vehicle indication ETSI
32 Signal violation warning ETSI
33 Roadwork warning ETSI
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TABLE 3.2: Advanced traffic management use cases.

No. Use Case Source

1 Sensor and state map sharing / Map download and update
High definition local map acquisition / Route guidance

3GPP/ETSI
5GCAR/ITU-R

2 Queue Warning 3GPP
3 V2N Traffic Flow Optimization

Traffic network monitoring and control
3GPP
ITU-R

4 3D video composition for V2X scenario 3GPP
5 Green Driving 5GCARMEN
6 Travel demand management ITU-R
7 Incident detection and management ITU-R
8 Emissions testing and mitigation / Environment analysis ITU-R/5GCARMEN
9 Electric zones 5GCARMEN
10 Dynamic Speed Limit 5GCARMEN
11 Pre-trip travel information ITU-R
12 En-route transit information ITU-R
13 Dynamic ride sharing / Ride matching and reservation

Car rental/sharing assignment/reporting
3GPP/ITU-R
ETSI

14 Public transportation management ITU-R
15 Pedestrians route guidance ITU-R
16 Regulatory/contextual speed limits notification ETSI
17 Traffic light optimal speed advisory ETSI
18 Limited access warning, detour notification ETSI
19 In-vehicle signage ETSI
20 Vehicle and RSU data calibration ETSI

here as advanced traffic management applications since they indirectly, often even
directly, facilitate traffic management, too.

3.3.3 Comfort and Infotainment Services

The purpose of comfort and infotainment services is to enrich the travel experience by
providing on-demand information to the drivers and passengers. Applications such
as vehicle/service life cycle management and other applications that are intended to
improve the efficiency and productivity of commercial vehicle operations are also
included in this group of use cases. All the applications that fall into this definition
are presented in Table 3.3.

3.4 Radio Access Technologies

Every application has its own QoS requirements to be satisfied in order to run
smoothly and serve its purpose. The exponential growth of the proposed applications
has proportionally increased the complexity of meeting their QoS demands due to
the limited allocated radio spectrum. Various radio access technologies have been
proposed over the past years to exploit every single slot of the allocated radio
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TABLE 3.3: Comfort and infotainment services use cases.

No. Use Case Source

1 Automated Parking System
Parking management

3GPP
ITU-R/ETSI

2 Video streaming 5GCARMEN
3 En-route driver information ITU-R
4 Personalized public transportation ITU-R
5 Vehicle administration ITU-R
6 Fleet management ITU-R/ETSI
7 Vehicle preclearance ITU-R
8 Automated roadside safety inspections ITU-R
9 Electronic payment services / Electronic toll collect ITU-R/ETSI
10 Point of Interest notification ETSI
11 Insurance and financial services ETSI
12 Media downloading ETSI
13 Remote diagnosis and just in time repair notification 3GPP/ETSI
14 Vehicle software/data provisioning and update ETSI
15 Stolen vehicle alert ETSI
16 Tethering via Vehicle 3GPP
17 Personal data synchronization ETSI

spectrum, and more are under development. The radio access technologies range
from WiFi and DSRC to cellular networks and cognitive radio and are discussed in
the following subsections.

3.4.1 Short-Range Radio Technologies

For many years short-range radio technologies were considered to be the right
track for successfully deploying vehicular networking applications. Not only were
technologies such as WiFi [34], Bluetooth [35], Zigbee [36] that use the Industrial,
Scientific and Medical (ISM) frequency bands put forward for such purpose, but
there was also a dedicated spectrum for vehicular communications known as DSRC
spectrum for Wireless Access in Vehicular Environments (WAVE). DSRC/WAVE
is defined in IEEE 802.11p [37] and in the IEEE 1609 family of standards [38], and
in the last two decades, it was seen as one of the wireless technologies that could
potentially meet the low latency requirement for safety applications. However, this
technology saw its end in the United States as FCC decided to split the 75 MHz of
DSRC spectrum (5.850 - 5.925 GHz), allocating the lower 45 MHz of the band for
Wi-Fi and other unlicensed uses and the upper 30 MHz for ITS that must use C-V2X
technology [28]. Europe, on the other hand, did not abolish this technology. Instead,
they adopted a technology-neutral approach that supports both Cooperative ITS
(C-ITS) and C-V2X [39].
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3.4.2 Cellular Networks

Although the use of cellular networks infrastructure for vehicular networks was
proposed since when 3G was becoming a reality, or even earlier when GSM made
its appearance and some basic applications such as tracking of stolen vehicles were
believed to be successful by leveraging this technology, it is just recently that cellular
networks have come into play as a true game-changer in enabling present and future
vehicular networking applications. The shift started with the LTE and with 5G now,
it is closer than ever. This technology is named C-V2X and is specified in the 3GPP
Release 14 [40] for LTE, whereas the support of 5G and the specification of the service
requirements are specified in the 3GPP Release 15 [41]. While the releases provide
necessary technical details for the deployment of this technology, 5GAA is the player
making indispensable efforts to make it a reality.

C-V2X supports both short- and long-range communications. The former is
known as the direct mode or Sidelink and uses the PC5 interface, whereas the latter is
known as network mode or UP/Downlink and is implemented over the Uu interface
for LTE and 5G NR Uu URLLC [29]. Direct mode is essentially V2V, V2I, and V2P,
while network mode is V2N communication2. These communication modes are
introduced at the beginning of this chapter and illustrated in Figure 3.2.

3.4.3 White Spaces and Cognitive Radio

White spaces usually refer to the band of frequencies of the radio spectrum that
are unused due to technical reasons, such as the purpose of acting as a guard band
between used radio bands to avoid interference. However, this term refers to all
the unutilized radio bands, including the radio which has never been used or other
frequency bands left unused due to technical changes, e.g., abolition of some radio
communication technology.

TV white space, for instance, which is the 470-790 MHz frequency band in the
European Union, is currently unused because of abandoned TV channels and is
considered for wireless broadband access since it holds rich potential for expanding
broadband capacity due to superior propagation characteristics and large penetra-
tion performance. The use of TV white space is also investigated for vehicular
networks, and the research results promote it as a way forward for the development
of connected vehicles [42]–[46].

Cognitive radio is another promising idea envisioned to solve the problem of
scarce spectrum. It is a radio technology that allows dynamic programming, con-
figuration, and management of the radio spectrum to enable users to communicate

2Network mode also includes other types of communications where the vehicles are not a factor,
such as Pedestrian-to-Network (P2N) and Infrastructure-to-Network (I2N).
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through the best radio channels in their vicinity while avoiding interferences and
congestions. The novel approaches and the research challenges associated with the
use of cognitive radio technologies in vehicular networks are surveyed and presented
in several research papers [47]–[49].

3.5 Information Dissemination

When vehicles are within the range of cellular antennas, communication is done
via the network. However, as we mentioned in the above sections, vehicles can
also communicate with one another or with other entities directly, especially when
there is no possibility of connecting to a BS. The communication is done via the PC5
interface following the 3GPP specification. This communication type is considered
ad hoc mode, and as such, it requires communication protocols that can provide the
resiliency and robustness requested in the information dissemination process.

Many communication methods and protocols are proposed over the years, grouped
mainly according to the strategy of transmitting the information to the desired des-
tination. For example, these methods can be distinguished as transmitting data
from a single source to a single destination node, to a set of nodes inside an area,
or to all nodes in the network. These transmission strategies are known as unicast,
multicast/geocast, and broadcast, respectively.

• The unicast strategy refers to point-to-point communications, which means
that data is transmitted from a single source to a single destination node. This
strategy is achieved through a hop-by-hop greedy forwarding mechanism that
relays the information immediately or a carry-and-forward mechanism that
stores the data in case of a lack of continuous connectivity and forwards it when
a decision is made.

• The multicast/geocast strategy is used to deliver data from a single node to
a set of nodes that lie within a specific geographical region, also known as
zone of relevance. Geocast is considered among the most feasible approaches
for safety-related applications in vehicular networks since it can inform all
nodes traveling close to the event location. Beacon messages with Cooperative
Awareness Message (CAM) [50] and Decentralized Environmental Notification
Message (DENM) [51] are typical examples. The former provides periodical
information of a vehicle to its neighbors about its presence, position, speed, etc.
whereas the latter is an event-triggered message delivered to alert road users of
a hazardous event.
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FIGURE 3.3: Taxonomy of routing protocols in vehicular networks.

• Broadcast strategy disseminates information to all vehicles in the network with-
out exception. This approach can be used for data sharing, weather information,
road condition, traffic, entertainment, and advertisement announcements.

The classification based on the transmission strategy is the most common way to
distinguish the communication protocols, yet it is not the only manner. Cheng et al.
[52] present other categories of routing protocols based on different perspectives such
as the information required, delay-based information, and the network type target. A
summary of these classification manners is given in Figure 3.3 [53]. The information
required category is based on the type of information required to perform routing,
which can be information related to topology, position, path- or map-based. Delay-
based information disseminates data in real-time for critical applications or uses a
carry-and-forward mechanism that stores the data in the buffer and transmits it once
a vehicle comes within the transmitter’s communication range. Whereas, the target
network can be categorized as homogeneous network where the communication
relies on single network architecture and heterogeneous network which includes
various radio access technologies.

3.6 Security, Privacy and Trust

Developing and implementing security, privacy, and trust management solutions
is a challenging task for all kinds of computer networks and doing so for vehicular
networks is no exception. In fact, the unique characteristics of these networks make
the development and implementation of these solutions an even more challenging
issue. Many authors have researched different methods that meet the needs of
security, privacy, and trust management of vehicular networks. Several surveys
covering vehicular networks’ requirements, challenges, existing and possible types
of threats, and corresponding solutions have been published over the years. These
surveys are listed in Table 3.4 for further reading since the goal of this section is
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TABLE 3.4: Recent surveys related to security, privacy, and trust.

Survey Aspect(s) Contribution Year

[54] Privacy Comprehensive overview of existing privacy-preserving
schemes

2015

[55] Trust An adversary-oriented survey of different trust models and
their evaluation against cryptography

2016

[56] Security Overview of security challenges and requirements, and a
novel classification of different attacks along with their corre-
sponding solutions

2017

[57] Security A review of services, challenges and security threats evolving
from the software-defined approach

2018

[58] Security,
Privacy,
Trust

A Survey covering well-studied topics of security, authentica-
tion schemes, location privacy protection mechanisms, and
existing trust managements models

2019

[59] Security Deep analysis of various security aspects such as require-
ments, challenges, and attacks together with the evaluation
of their respective solution

2019

[60] Security,
Privacy

A comprehensive review of various research works that ad-
dress privacy, authentication and secure data dissemination

2020

[61] Security,
Privacy

Introduces security and privacy aspects of C-V2X, and dis-
cusses open security challenges and issues

2020

[62] Trust A review, analysis, and comparison of current trust establish-
ment and management solutions, and a discussion of future
opportunities

2021

to provide basic notions related to security, privacy, and trust rather than a deep
analysis of research conducted in this direction.

3.6.1 Security

Secure communication between all involved entities in vehicular networks is of the
utmost importance since any successful attack from a malicious hacker could result
in a traffic accident. Therefore, a good security framework must consider the basic
security requirements in terms of authentication, availability, confidentiality, integrity,
non-repudiation, etc., and protect these services from different threats and attacks.
There are different ways to classify the attackers and the attacks. The attackers are
classified as, for example, active/passive, malicious/rational, insider/outsider, or
local/extended attacker. Attacks, on the other hand, can be grouped based on the
targeted service, based on the communication mode they hit (V2V, V2I, V2P, V2N), or
even based on the entities (hardware or software, authorities, vehicles, infrastructure,
or other members) they affect. Some of the most hazardous attacks in vehicular
networks are Denial of Service, Distributed Denial of Service, Sybil attack, Black and
Gray Hole, Wormhole, Injection of erroneous messages, Replay, and Eavesdropping.
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Details of these attacks, their respective solutions, and also many other identified
attacks can be found in the surveys presented in Table 3.4.

3.6.2 Privacy

Only dedicated individuals should have the right to access and control the vehicle
information and decide what will be communicated to others. One of the most
common methods to protect the privacy of individuals is anonymity. Anonymity
is defined as the state of being not identifiable within a set of subjects, which can
be provided by employing an authentication scheme. Based on the cryptographic
mechanisms, the following categories of anonymous authentication schemes can be
identified: public-key infrastructure, symmetric cryptography, identity-based, group,
and certificateless signatures.

3.6.3 Trust

Trust management deals with the trustworthiness of the received information and the
trustworthiness of the vehicles that have sent that information. There are three popu-
lar trust management models: entity-centric, data-centric, and combined trust models.
In order to establish an effective trust management model, some properties need to be
considered, such as decentralization, real-time constraints, information sparsity, scala-
bility, and robustness. Looking at the growth and feasibility of blockchain technology,
perhaps vehicular networks are not that far from establishing the long-awaited trust
model that addresses those existing challenges [63].
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Chapter 4

Emerging Technologies

Due to intensive developments of vehicular networks, transportation will not be the
same in the future. As we saw in the previews chapter, it is foreseen that vehicles
will be able to communicate with each other and the surroundings in order to have a
better coordination for preventing traffic and potential accidents from happening.
Moreover, smart cities will enable the connection of different systems to improve the
quality of life for citizens and to achieve different business objectives. However, this
can not be achieved without the integration of several enabling technologies. In this
chapter we will explain the main contributors of the future vehicular networks and
IoT.

4.1 Virtual Machines

Ever since technology was invented, immediately became part of our life, taking
over our daily lives and daily business operations. Companies rely on technology in
such a way that its absence, even for a short time, causes a lot of financial damage.
Companies make use of networking, computers and servers to run applications.
Thirty years ago, each application required its own server to run on. When companies
needed to deploy a new application, they could not use the existing servers, even if
the servers had sufficient available capacity. So, they had to purchase and run it to a
new server. Soon, this become a problem, as companies needed several applications
and each application required a back up server in case of malfunction. This led
to the proliferation of servers, which became costly and very inefficient. A server
supported only one application, even when a single application did not fully occupy
the capacity of the server. In fact, according to different studies, nonvirtualized
servers only utilize up to 10% of their capacity, which led to an ever-rising number
of underutilized servers. Actually, servers are dedicated to a specific Operating
System (OS) and the only way they can manage multiple applications is when they
are supported by the same version of OS. The solution to this problem is Virtual
Machines (VMs).



Chapter 4. Emerging Technologies 29

VM, by definition, is a self-contained software which runs its own OS and ap-
plications, acting as a physical computer. In other words, VM is an exact copy of
server, consisting of a certain amount of memory size and the hard drive capacity.
Many VMs can run on the same physical server. Due to the fact that VMs are strictly
isolated and use only a specific amount of server resources, they do not impact other
VM hosted on the same server and act as individuals machines. This enabled servers
to support different OS and therefore different applications on the same piece of
hardware. Because VMs are softwares, it is really easy to deploy them and it does not
take a lot of time to provision new applications. Moreover, you can easily spin VM
up to different servers and suspend them at any time, replicate a VM to other servers
as simple as coping and pasting folders, migrate server to data center in a matter of
hours and no disruption in service. Whereas, without virtualization it would take
weeks or months and most likely disruption in service. Because VMs act as strictly
isolated machines with individual purposes, they offer a better recovery capability.
If a VM and application fails, it is easy to move the other VM to another server in
little to no time and continue working as normal, unaffected from other VMs. Virtu-
alization is enabled by decoupling the server hardware resources and OS through
hypervisor which is placed in-between them. In this way the hypervisor acts as a
virtual gateway to the hardware resources of the server for the OS of VM. Hypervisor
is placed on top of the hardware of the server, in which no server OS is loaded, and
allows the servers resources to be shared between multiple VMs via the drivers. In
order to run multiple VMs on the same physical server, the hypervisor manages the
access requests and information flows from the VMs to the server via multiplexing,
but it is important to do this in a transparent way. Which means that the active VM
should not monopolize the entire system resources, therefore active VM do not affect
the performance of other VMs operating in the same server, at the same time. Figure
4.1 shows a comparison between the architecture of a nonvirtualized server and
the architecture of virtualized server. The implementation of VM and hypervisor
increases the efficiency of servers on a very large scale (up to 80%), reduces the cost
of hardware sprawl and the energy consumption costs for maintaining and cooling
the servers, offers better flexibility, agility and disaster recovery capability. Moreover,
the usage of VMs removes the dependency on proprietary hardware. This allows
companies to avoid vendor lock in because the VMs will run on any server and can
support any desired OS. In conventional servers, you could not just spin up an move
an OS without a great deal of effort.
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FIGURE 4.1: Comparison between the architecture of a nonvirtualized
server and the architecture of virtualized server.

4.2 Cloud Computing

A cloud is on-demand access to shared computing resources – which include data,
applications, or infrastructure as a service – hosted at a remote data center. Because
virtualization and cloud computing are closely related, some people confuse the two
concepts with each-other. However, they are two separate technologies. Virtual-
ization is based on software, whereas cloud refers to all the services provided by a
virtualized infrastructure. Virtualization is the foundation of cloud computing. It is
the virtualization technology that led to cloud, which could not have existed without
it.

Cloud computing provision configured computing resources such as: storage
space, networks, servers, virtual machine instances, database, services, applications,
and so on. According to The National Institute of Standards and Technology (NIST),
cloud computing must be characterized by five essential attributes, described as
below. These attributes are now widely accepted by companies and academia as an
accurate representation of cloud technology.

• On-demand Self-Service: Cloud computing must be easy, convenient and
available at all times. A client, even when he/she does not have a background
on computers and information technology, must be able to provision computing
resources from cloud at any time. On the other hand, even the interaction
from the cloud service provider should be minimal. The client can access
the resources through a web self-service portal, without the interaction of the
service provider.



Chapter 4. Emerging Technologies 31

• Ubiquitous Network Access: Access to cloud must be provided by a standard
platform, from whatever location and with any device. Simply put, the access
must be available without the need of dedicated cables or special hardware
devices. This is successfully realized through Internet, which has coverage all
around the world and is accessible with a click of a button.

• Pay Per Use: The cloud does not belong to the customer, however he can rent it.
The service is metered and billed accordingly on the amount of the usage. This
eliminates the capital and management expenses of buying and maintaining
servers for the client. Private clouds are an exception; they require a fixed
monthly payment. Because their service is dedicated only to one customer, even
if the reserved resources are idle they can not be shared with other customers.

• Rapid Elasticity and Scalability: Elasticity is the ability to respond to customer
needs for cloud resources with ease. These needs might be fluctuating according
to business demand. Cloud resources should be able to provision rapidly for a
short time and on the same way deprovision when is no longer needed, with
no penalty. An example is sales boost during holidays. This feature allows
enterprises to take advantage of the benefits of cloud resources on an affordable
price. They can perform right away intensive computational work during a
project period, without having to spend for upfront costs. Then, when they are
done, they can easily cancel it and do not have to pay anymore. On the same
way, scalability shows the ability of cloud to scale up and down for enterprises
that are planning to expand in the future.

• Location-Independent Resource Pooling: Cloud resources are not allocated
only for a dedicated client, but they are shared among clients dynamically.
When a customer is not using his resources for that moment, that resources can
be lent to another client temporarily. Multiple clients share the same physical
infrastructure, while retaining quality of service and privacy. In this way,
by sharing the cloud resources between many clients, the provider is able to
maximize the efficiency and utilization resources.

4.3 Network Function Virtualization

Network Function Virtualization (NFV) is the abstraction of Layer 4 through 7
services – such as load balancers, firewalls, intrusion detection systems and so on
– from dedicated hardware devices to VMs. Traditionally these services would run
only on dedicated hardware. The conversion of these proprietary network appliance
into VMs allows for removing the dedicated devices and instead using software
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applications that run on VMs to perform the same functionalities, but now they can
be deployed more easily and quickly. The virtualization allows multiple network
appliance to run on a single server, which brings network consolidation with less
cost and more efficiency.

NFV emerged due to inefficiencies that brought virtualization.The ease of spin-
ning up and moving around VMs brought varied traffic in the network, which
affected fixed network appliances as they had to serve the traffic. Converting fixed
network appliances into virtual instances of network functions allows them for an
acceleration of deployment, provision and management whenever is needed, just as
a VM would do. Moreover, network configuration and management is easier with
NFV. In traditional networks the network engineers had to buy dedicated hardware
and configure them one by one manually. Which was a cumbersome process that re-
quired space, money and time. Whereas, NFV is controlled by the hypervisor which
allows for a centralized configuration and management and can even automate the
provisioning of the network functionalities. Moreover, network functionality can be
changed or added easily on demand with the help of VMs. NFV allows providers to
control cost as NFV runs on a standard generic server controlled of virtual machines
instead of proprietary hardware servers. It takes less time as the configuration and
management is orchestrated centrally. In addition, NFV offers a pay per use service,
customers pay only for what they need.

NFV architecture is established by ETSI and consist of three parts:

• Virtual Network Functions: These are the functions of a network – which
include Layer 4 through 7 services – that have been virtualized. Some of
them are Firewalls and intrusion detection systems (IDS), Load balancers,
Evolved Packet Core Data loss prevention systems, Secure Sockets Layer (SSL)
accelerators, Security event and information managers (SEIM), Virtual private
network (VPN) concentrators, and so on.

• NFV Infrastructure: The infrastructure that NFV runs on consist of the hard-
ware resources (the compute, storage, networking resources of network switches
and server) and the virtual resources (the abstraction of hardware with VM).
The abstraction of these two layer is realized by a virtualization layer – the
hypervisor – which is placed between the two. Network management is based
on the hypervisor which controls the network in a centralized approach.

• Framework for NFV Management & Orchestration: A framework is needed
to management and orchestration of the resources of the network and provi-
sion of the network functionalities. This framework is also known as MANO
(management, automation and network orchestration). It handles the creation,
delegation and allocation of resources in the NFV infrastructure.
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4.4 SDN

In 1990 began the emergence of second generation of data centers with servers located
inside a room, in proximity to the users. Network engineers made sure to design
high-available data centers and increase their capability in order to guarantee that
users had always access to the network. Traditional data centers worked fine for
that time. However, despite the capability that network gained and the changes in
operation, it never seemed to be enough. Customers raised their data consumption as
they began to rely even more on these networks. The high demand created increased
stress on data centers and the quality of experience offered did not satisfy customers
any more. It is true that VMs offered efficiency but still they had problems when
implemented in traditional data center. They had different properties, and just were
created for different purposes. Traditional data centers could not handle the high
load of traffic and agility required by VMs; VMs simply were not suitable to be
implemented in traditional data centers. Gradually traditional data centers started to
show problems. The problem was not with the network. The design was working
just fine. It was the nature of resources that it was offered that changed and how
people utilized these resources. It is not so long ago when a movie took hours to
download, but now we complain when it takes even several minutes. Users want
services and we want it right now. Moreover users want to customize these services
accommodating their changing needs. In order to take full advantage of the network,
changes needed to be done. The network needs to be programmable in order to
adapt to dynamic changes. Software Define Networks (SDNs) and cloud computing
are the result of network evolution.

Traditional networks operate in layers – referred to as OSI architecture – where
each layer has a specific set of instructions how to send data across the network.
The data is forwarded via the network devices such as routers and switches. When
a session is initiated, the data packets are sent to the first network device, which
takes the decision where to forward the data packet next. The network devices
consist of two logical planes: the control plane and forwarding plane. The control
plane is where all the applications and table of rules are stored. It is this plane that
takes decision about the best route that the data packet should take. Whereas, the
forwarding plane moves the packets from one network device to the other. The two
layers are interconnected and closely tied just like the brain and the muscle where
the brain is the control plane and the muscle is the forwarding plane. The network
is comprised of thousands of network devices, each of them is an self-contained
device, working independently and taking their own decision about the best route
for data packets as the data travels from one device to another. To achieve this, each
of these devices sends and receives data from the network to assure that packets
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are taking the best route. This increases the traffic and complexity of the network,
given that the state of the network is constantly changing and each of the devices
have to control the state of the network at every moment in order to take their own
decisions. Moreover, when a rule set or function changes in the network, these
changes have to be programmed individually into every single device. Taking into
consideration that a typical long-haul network is made of hundreds and thousands
of these devices, a change in the network causes tremendous amount of complexity.
The best solution that will make the network more efficient and reduce complexity is
separating control plane from the forwarding plane, just like separating the hardware
from the OS on server virtualization. The separations creates them the ability to
innovate and evolve at their own pace, independent from each-other, and paves
the way for new properties and services for the network. It allows for a centralized
control of the network, where the ’brain’ is placed on top of the network and gives
directions to all network devices, rather then all the devices trying to control the
network. Having a broader visibility and knowledge of the network, provides better
efficiency and intelligence over the network. Being able to program the network
centrally, removes the burden from individually programming each of the nodes of
the network, and therefore reduces the complexity.

SDN will be described in detail in the next chapter, however here is given a short
introduction about SDN. How traditional data centers operated, the procedure how
data traveled across the traditional network and the problem they faced with the
increase of data demand. In the end, the concept behind SDN that brought the
solution to this problem is also explained.

4.5 Network Slicing

Networks serve to many applications that assist different sectors such as healthcare,
automotive, finance, logistics and others that are not fully leveraging the potential of
the network yet. Each of these applications have their specific requirements. One
requires high bandwidth for example, another requires high reliability and extremely
low latency. But sometimes their strict requirements encounters problems. Because
they rely on the same infrastructure and share the same resources, and there is no
restriction in utilizing these resources, there can be conflict. Some of the applications
can not satisfy their requirements, thus they can not provide the best quality of
service. One solution might be creating a set of dedicated networks adapted to fit
requirements of each application. The networks will operate according to the needs
of each application, however this is very costly. A much more efficient solution is the
creation of dedicated networks relying on a common platform. This is the notion of
network slicing. Multiple virtual networks that provide services for different types
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of market sectors, run independently on a common physical infrastructure. Each
subsytem slices the needed amount of resources in order to yield an independent
network for its application. However, this approach is achieved by exploiting SDN
and NFV technologies which enable network reconfiguration with software and
management of network resources. One of the promising sectors to implement
network slicing is vehicular networks as they need to satisfy stringent requirements
of present use cases but also future ones.

Network slicing should follow the following principles:

• Slice Isolation: This feature enables the fair sharing of resources to multiple
tenants and guarantees the performance of the services. It provides security
because the tenants work independently and do not intervene with the other
tenants work. Isolation impose restricions on the usage of network resource
for each slice. Each slice is allocated the necessary network resources but
the tenants are restricted the access and modification of resources with other
tenants.

• Elasticity: In order to efficiently utilize the network resources, this feature
allows the alteration of resources among different tenant slices. This can be
achieved by scaling up and down to allocated resources of each slice and
reprogramming the network functionalities. However, this should be care-
fully regulated in such a way that the inter-slice operation does not affect the
performance of other slices.

• End-to-end Customization: This feature allows that the customer customize
their dedicated network to their specific needs. Customization is expected to
be offered in the future to vertical industries.

4.6 IoT

IoT refers to the network of everyday objects connected to the Internet to generate
data that aim at enhancing the quality of life. These objects range from household
tools and equipment to industrial machines and even humans. Everything tradi-
tional will be transformed into smart by integrating animate and inanimate objects
into the information networks via embedded devices, actuators, sensor networks,
communication technologies, etc. IoT will enable these devices to connect to the
Internet, share information, communicate with each other and other networks free
from human intervention.

Enterprises and consumers alike will profit from the large-scale deployment of
IoT as this will enable a broad spectrum of services that will deliver efficient solutions
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FIGURE 4.2: IoT applications and enabling technologies.

to many issues. Consumers will have a better quality of life due to the capability of
IoT to improve health monitoring through wearable sensors, boost home security,
time efficiency, and comfort, prevent unreasonable energy consumption, advance
education, and provide many other benefits. Whereas enterprises will have more
profits, will offer increased service quality, and will create new business opportu-
nities by understanding the customers’ needs, boosting productivity, ameliorating
decision-making in the manufacturing process, preventing malfunctions, improving
transportation and logistics, and so on.

However, these benefits will not come without a cost. In order to successfully
deliver applications, many requirements must be first satisfied. For example, services
related to safety and healthcare are time-critical, but they do not necessarily need
high bandwidth. On the other side, surveillance systems do require high bandwidth
to transmit videos, but most of the time do not need the data to be transmitted in
real-time. The network must identify the service needs and must be flexible to give
primacy to high-priority applications. Other important issues that IoT faces include
interoperation with different types of systems, network data congestion, geo-fencing,
and location accuracy.
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Smooth interoperation of all the components participating in IoT, including Cellu-
lar Networks, MANETs, WSNs, and other enabling technologies such as Software
Defined Networking, Cloud, Fog, and Edge Computing, is recognized as the feasible
solution to these issues. We illustrate this conceptualization in Figure 4.2. Vehicular
networks will be a crucial component of this concept as not only will vehicles use
the information made available from the other integrated components but they will
also share their resources and provide their information to the IoT, helping to better
manage traffic, cut pollution, make better use of infrastructure and enable citizens to
stay safe and clean.
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Chapter 5

SDN and Cloud-Fog-Edge Computing

To meet the future ITSs needs it is necessary to integrate SDN and Cloud-Fog-Egde
computing within vehicular networks. In this chapter, we explain in details these
technologies, as our work is also based on them.

5.1 Cloud Computing and the Emergence of Edge Com-

puting

Different services and applications are leveraging the internet resources for more
storage and processing capability. Different applications have diverse requirements
which often demand for customized solutions. Cloud Computing (CC) has acted
as a de facto solution over the past years. CC is based on a group of data centers
connected together, offering more computing and storage capability. The set of data
centers work together as a unit, with a low latency communication among them,
in such a way that they are seen as a singular entity, called data center network.
However, the rapid growth of emerging applications like IoT, Augmented Reality
(AR), e-health, V2X among others, have shown the limitations of CC. These new
applications require new properties for which conventional centralized CC has not
been specifically designed to accomplish. First, they require real-time processing of
the data collected by sensor nodes, which are used for taking decisions and further
actions without delays. In CC, even though the communication among data center
devices is provided in ultra low latency, the communication with the end user is
proved to be a bottleneck. Secondly, the emerging applications of vehicular networks
with V2X communications require a mobility support due to their dynamic nature,
which CC can not offer because of its long physical distance to the system and
its centralized architecture. Moreover, the number of connected devices to CC is
estimated to increase exponentially in ten years, which will impose additional load
and excessive traffic in CC, resulting in increased delays and degradation of quality
of service. These are some of the challenges that Edge Computing (EC) paradigm
promises to overcome. EC leverages the computing resources of cloud and brings
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them in proximity to end users. EC can serve as an intermediate layer between the
cloud and end devices and can reduce the computational load of cloud by offloading
the data to the edge layer. Consecutively, this reduces the time to handle requests
and resolves them with no latency. EC are a good solution for dynamic systems
that suffer from intermittent connectivity, due to their geo-distributed nature and
abundant availability [64]–[68].

There are three main implements of edge layer, based on system architecture, the
network used and the services supported; which are the Multi-access Edge Com-
puting (MEC), formerly known as Mobile Edge Computing, Cloudlet Computing
and Fog Computing. Let’s give a detailed analysis of each of them in the following
sections.

5.1.1 Multi-access Edge Computing

We are going to present MEC as defined by ETSI. MEC extends cloud computing
capabilities by bringing them within the Radio Area Network (RAN). MEC nodes or
servers are co-located at several location on the network, such as at the Base Station
(BS), at the Radio Network Controller (RNC), or at a multi-radio access technology
site. This deployment option allows for a direct delivery of services accessible for a
single hop from the end user [69]–[71].

MEC consists of the mobile edge host, mobile edge management, and external
network related entities. The mobile edge host is comprised of mobile edge platform
and the virtualization infrastructure which provision the storage and computations
resources for implementation of MEC applications as software-only entities via
virtual interfaces. MEC applications are running via multiple VMs on top of the
virtualization infrastructure and interact with the mobile edge platform to perform
procedures related to the life-cycle of the application. The virtualisation infrastructure
includes a data plane which executes traffic rules from the mobile edge platform and
then redirects the traffic among applications, external and internal networks. The
mobile edge management supervises the mobile edge host, the resources available
and the network topology and validate the MEC applications that server can support,
given the application requirements and the available resources. To do so, the mobile
edge management keeps a catalog of ongoing applications on the ME host and if
the request for MEC application is already running, the request is forwarded to the
application. If not, the application is instantiated if the system supports it and the
request is accepted.

MEC reduces congestion of the core network, decreases latency, offers high band-
width and proximity to the end user. Since MEC nodes are placed near RNC, they
have a wide view of the network. They receive real time information about the
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network load and capacity, information about device location and improve context-
awareness information over the network. This attractive features make MEC suitable
for delay sensitive applications, therefore MEC is a good option for VANET applica-
tions. MEC offers a promising solution for AR application, as its requirements such
as low latency and high data processing, can be supported by MEC. Video analytics
for monitoring devices can be locally processed in MEC, which offers real-time data
analysis to detect specific events.

5.1.2 Fog Computing

Fog computing is coined and standardized by OpenFog Consortium, an association
of Cisco Systems, Microsoft, Intel, Dell and Princeton University. Fog computing is
defined as a continuum of traditional cloud computing. Even though they are consid-
ered under edge computing paradigm, there are some key differences. Fog is located
not only in the edge layer, but in multiple layers of a topology of a network, at any
point of the architecture between cloud and end user devices and at any device that
offers computing, storage, and network capability [72]–[74]. Fog works with cloud
computing and complement each other in a mutual-beneficial service continuum,
while edge is seen as a stand alone technology that excludes collaboration with cloud.
Fog is heterogeneous and leverages the storage, computing and networking capabil-
ity of legacy devices throughout the network such as routers, switches, gateways,
access points, among others. As a consequence, it offers a fully interoperable system
by supporting devices used at different protocol layer and with different access
technologies IP based and non-IP based such as Zigbee, BLE, Bluetooth, Wi-Fi. It is
the Fog abstraction layer which enables open communication of such heterogeneous
devices and also multi-vendor interoperability. End users devices requires services
from Fog nodes with a particular set of requirement. The requests are received by
Service Orchestration Layer which supervises the Fog abstraction layer for perform-
ing functions like device management, balancing, controlling, monitoring, security
and resource allocation across fog network in order to accomplish user requirements.

Fog Computing is driven by a set of core principles such as security, scalability,
autonomy, reliability, availability, Serviceability, agility hierarchy, and programmabil-
ity. Fog networks should offer additional scaling opportunities when is needed by
increasing the individual fog node capability with additional hardware (adding more
storage devices, processors, or network interfaces) or software, or by utilizing other
fogs on the same level of hierarchy or in adjacent levels. Fog networks should support
programming at the software and hardware layers for accommodating operational
dynamics. Fog networks should ensure correct operation under normal and adverse
operating conditions. Hierarchy fog architecture may not be applied in all scenarios
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but is offers efficiency for partitioning large scale networks with resource-intensive
requirements. The network is arranged in physical or logical layer, each offering
different functions that serve the upper layer.

Based on its key features, Fog computing is suitable for a diverse range of appli-
cations. As it can support a large scale of heterogeneous devices generating large
volume of data, makes fog computing suitable of data mining and big data analysis
for different IoT applications. Emergency, health care, public security, visual security
and surveillance and other applications that are time sensitive or security sensitive
can be supported by fog networks. Fog network has proven to be feasible also in
VANET applications like autonomous driving, infotainment, traffic control system,
collision avoidance, advanced driver assistance systems, and so on. They have been
implemented either on a hierarchical architecture or having the vehicle act as a fog
node.

5.1.3 Cloudlet

Cloudlet is a new paradigm in the edge computing proposed by Prof. Mahadev
Satyanarayanan at Carnegie Mellon University to resolve the resource poverty con-
strain of mobile devices. Mobile devices are lightweight and small in size, but they
lack the intensive computational capability to augment human-like cognition ability
in applications like face recognition, computer vision, language translation and so on.
Cloudlet promises to give solution. Cloudlet is a mobility-enhanced small-scale cloud
data center (DC) that is located at the edge of the internet. They utilize dedicated
standalone devices distributed geographically which are accessible through a one
hop wireless local area network and provide crisp interactive response and high
bandwidth. The dedicated devices have similar capabilities with data center but on a
lower scale, and as such are considered as ’data center in a box’. Rapid customization
of cloudlet infrastructure for supporting diverse application requirements is achieved
by dynamic VM synthesis.

In order to reduce the occupation of user device storage, the mobile user carries
an overlay VM which magnitude size is smaller than the complete VM. A typical
VM application overlay size for a Linux application is 200 MB, instead of complete
VM size of over 8 GB VM overlay image refers to the difference between a complete
VM and a base VM image. The complete VM is a base VM image in which the
application overlay is installed. The mobile user sends a request to the cloudlet via
VM overlay (application overlay). The cloudlet receives the overlay, decrypts and
decompresses it, and applies it the base VM, which it already possessed by cloudlet
server, and initiates a VM instance. This launches the desired application via launch
VM and brings it to a state that is ready for user interaction. In this moment the user
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device can perform offloading. In a language translation application, for instance, the
cloudlet server receives a recorded speech from a mobile device, processes the speech
recognition, realizes the translation and turn back the translated text for speech
synthesis. After the session is finished and the data is proccessed, the instance is
destroyed, but a copy of launched VM image is kept in cache in case it is needed for
future sessions. Furthermore, to retain some training data, the cloudlets generated
VM residue that are sent to user device and are incorporated to its overlay. It has
been proved that using such transient customization of cloudlet infrastructure - in
which cloudlet is restored to its original condition after each session, without manual
intervention - has reduced the response time by 51% and energy consumption by
42% in a mobile device compared to cloud offload. This is a significant improvement,
especially for resource intensive and interactive devices who have battery limitations
and do not except extended delays such as wearable devices, wireless mobile nodes,
smartphone, tablets, and so on.

Table 1 depicts the differences between the three implementations of edge tech-
nology.

5.2 SDN

The preceding chapter talked about the reasons why a decoupling of control plane
and forward plane is necessary in networking. In doing so, we can provide central-
ized control and enjoy the benefits of a overarching programmable network. This
pulls out the network intelligence from the individual nodes of the network and
places it in the hands of a central authority, named SDN controller [75]–[79]. This
architecture greatly simplified the discovery, connectivity and control, and extensibil-
ity of the network. A comparison between a traditional network and SDN network
architecture is shown in Figure 5.1. In traditional network all the network nodes
(routers/switches) are equipped with the control plane, forwarding plane and have
applications loaded on to it. The data packets are directed from each network node
individually, based on their local logic, and application changes must be programmed
systematically into each device individually. Whereas, in SDN the applications and
intelligence do not reside into network nodes but in the SDN controller, which makes
the network programmable. The network acts like one big router controlling the
network. Applications interface with the controller, and their functions are applied
across the network. The decision for best route is taken from the SDN controller,
which is distributed to each flow table at routers. This architecture allows changes to
get updated in the network or get rid of features they no longer use much faster and
simpler. We can divide SDN networks in three logical layer: the application layer,
the control layer and infrastructure layer. Let’s describe them in details.
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FIGURE 5.1: A comparison between a traditional network and SDN
network architecture.

Application Layer

The application layer insist on business application or network services application.
Network services applications include monitoring, load balancing, Voice over IP
(VoIP), intrusion detection system, security applications, and many others. This
layer explicitly communicates to SDN controller their requirements and the needed
network resources. The communication is realized via Northbound Application
Programming Interface (API). SDN contains applications that use the SDN controller
to manage the forwarding plane plane behaviour, instead of using a specialized
appliance (a firewall for example) like a traditional network does.

Control Layer

In SDN, the control layer functions are offloaded from the routers and switches
and are handed to SDN controller which is able to manage and control the network
centrally. This makes the network control directly programmable since it is separated
from the forwarding plane functions. Control layer processes the requirements of the
application layer and proceeds them to the networking devices in the infrastructure
layer via OpenFlow protocol. More specifically, the control plane collects and ana-
lyzes information about the actual state of the forwarding plane (traffic data), and
compares it with the actual state (the state that the network should be based on the
application requirements). If they do not match, the SDN controller calculates the
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necessary changes of traffic flows and proceeds them to the forwarding plane. The
changes are reflected to switch’s flow table using OpenFlow protocol over a Secure
Sockets Layer (SSL) channel. The controller can even determine multiple routes and
load balance across them if appropriate. This comes in handy in the event of a failure,
the controller instantly directs the traffic to alternative routes, making the network
redundant.

Moreover, it is able to create multiple separate configurations running concur-
rently on a common infrastructure by creating a virtual network overlay on top of the
physical layer. This means that SDN can be configured to create certain type of rules
(forwarding rules in the flow table) and applications for some users, and different
rules and applications for other users. By doing so, network administrator can apply
different applications for different users, rather than treating all users the same. This
benefits the network operators as they can provide customized and isolated services
to their clients, based on their needs.

Infrastructure Layer

The infrastructure layer consists of the data and the physical network devices,
switches, and routers. The latter moves the data packet across the network based
on the flow table rules provided by SDN controller instructions. The infrastructure
layer collect information about the network topology and network usage, in order
to inform the controller about the state of the network. In addition, it also collects
statistics, which report issues immediately to the controller, which, in turn, can make
immediate adjustments across the entire network.
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Chapter 6

Intelligent Algorithms

Nature has evolved over the years and has been a rich source of inspiration for
researcher who often need to solve real world problems which are highly scalable
and have proven to be nondeterministic polynomial (NP)-hard problems. Such chal-
lenging problems include various fields such as engineering, optimization, physics,
medical and so on. Intelligent Algorithms (IA) have developed as a result of this na-
ture based inspiration that have laid the foundation of today’s Artificial Intelligence
(AI) system. Scientists have observed and analyzed the way the elements of nature
evolve and interconnect with each other, and designed different artificial systems
that work on the same principles. Intelligent algorithms offer practical and simplified
solution techniques on tackling challenging problems in a reasonably practical time,
giving approximate solutions but satisfactory ones. This offers good-quality solutions
when the complexity of the problem makes it impossible to search every possible
combination. Instead it is more efficient to find nearly optimal feasible solutions
that are easily reachable in a reasonable amount of time. A typical example is fuzzy
logic (FL) techniques which create non linear controllers via the use of heuristic
information when information on the physical system is limited. Our proposed
system is implemented in FL; for this reason we are going to introduce it in detail in
the next chapter. Moreover, scientists did not focus only on nature-based algorithms,
but have broadened the family of IAs even with solutions that have never appeared
in nature. Hill Climbing (HC), Tabu Search (TS), and Simulated Annealing (SA), for
instance, are local search methods that have no inspiration from nature, and yet are
ranked among the most prominent IAs.

An algorithm is a set of precise instructions of the steps a computer should follow
to solve a particular problem. Algorithms start from an initial guess and aim to
generate a better solution than the current one, at each iteration. We can divine
algorithms in two categories: the deterministic algorithms and stochastic algorithms.
Deterministic algorithms are very rigorous, they follow the same functions and the
same path. So for the same starting point, the algorithm will give the same outcome.
Whereas stochastic algorithm is not repeatable. Because it includes uncertainties,
every time you run the algorithm, its result will differ in the end. A good example
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is generic algorithms. The solutions of population will be always different since it
includes some pseudo-random numbers. There is also a hybrid algorithm which
mixes deterministic algorithms and stochastic algorithms together. It follows the
same path as the deterministic algorithm, but the initial point is chosen different
every time it runs, which means some uncertainty is included. This method avoids
getting stuck in the same local peak, and therefore improves the algorithm.

With so many diverse IA, a simple questions arises naturally ’which is the best
algorithm?’ Students should know there in no free lunch. The answer is that we
can not determine the best algorithm ever, because they are created to give good
results for a certain type of applications. As Wolpert and Macready has proven
[80], if an algorithm A outperforms algorithm B for a certain objective function,
then algorithm B will outperform A for some other objective function. There is no
universal algorithm for all kinds of problems. However, for a given problem we
need to choose what algorithm we are going to use. To do so, it is not an easy task.
There is usually not only one algorithm but a set of algorithms that can be considered
efficient for a certain problem. The choice usually depends on the expertise of person
responsible for making the choice and the available resources such as software
availability, computational costs, and so on. To determine the efficiencies of different
algorithms it is needed to test them and compare the results. Another important
component for determining the performance of an algorithm is also its complexity.
The complexity is calculated by the number of iteration the algorithms needs to run
for finding the optimal solution. Ideally, an algorithm should take only one iteration.

Stochastic algorithms include two types: heuristic and metaheuristic algorithms.
Metaheuristic methods offer better performance than simple heuristic algorithms
and they use certain tradeoffs of randomization and local search. Loosely speaking,
meta means ’higher level’. However, due to the fact that there is little difference
between them, and in the literature does not exist an agreed definition for both
terms, they are used interchangeably. Moreover, all algorithms used today include
randomization and local search, just like metaheuristic algorithms do. Two compo-
nents of metaheuristic are intensification and diversification. Diversification means
to explore diverse promising regions of the search space, so it can include all the
regions of solutions at the range of global scale. This avoids getting trapped in a local
optima. Intensification means to focus the search in one of these promising regions
by exploiting the information that a current good solution is found in this region. The
combination of these two components enables achieving a globally optimal solution.
We have classified metaheuristic algorithms into four groups: evolutionary algo-
rithms, swarm intelligence algorithms, human-based algorithms and physics-based
algorithms. Let’s analyze their key components.
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6.1 Evolutionary Algorithms

Evolutionary Algorithms (EA) mimic biological evolutions, more specifically the
abstraction of Darwinian evolution of biological systems, pioneered by John Holland
in 1960s. Similar to the living things, which evolve over generations through the
natural selection process in order to adapt to the changing environments, EAs select
the fittest individuals of the population in order to have a reproduction process yield
stronger offspring for the next generation. EA basic evolution cycle follow these
steps: initialization, selection, genetic operators, and termination; as in Figure 6.1.
The principle is that the strongest members will survive and proliferate, whether the
weakest members will die off, similar to the natural evolution [81], [82].

Inicialization

Selection

Termination

Crossover

Mutation

Genetic operators

FIGURE 6.1: Evolutionary Algorithm cycle.

EA were first used for optimization problems, and later found use in many other
fields. Different types of EA incorporate the same basic cycle with different model
of presentations, the nature of the applied problem, or combinations of EA operator.
The most typical EA algorithm is the Genetic Algorithm (GA). They also include ge-
netic programming, evolutionary programming, evolution strategy, neuroevolution,
learning classifier system, differential evolution, among others.

6.1.1 Genetic Algorithms

Before diving into GA, let us first explain some terms used. An individual is repre-
sented by a string of variables known as chromosomes (solutions). The smallest part
comprising the chromosome is called gene, which are usually represent by binary
values (1s and 0s). The set of individuals (chromosomes) form a population. Each
individual is an candidate solution to the problem you want to solve. A fitness
function evaluates how fit (good) an individual is, with respect to the problem we
consider. In other words, determines how close a given solution is to the optimum
solution [83].

In Figure 6.2 is shown the flowchart of a classic GA. The algorithm begins with
a population of individuals that will undergo in each iteration a series of processes
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that allow for finding of better solutions. These processes include operations such
as selection, crossover, and mutation and are implemented by means of various
methods performed on the individuals that produce higher fitness values. This
technique is inspired by the evolution of species, where the fittest species have higher
chances of reproduction.
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Choise of the ‘best’ 
chromosomes

Selection

Crossover

Creation of new
generation

End

Is end condition
achieved?

Mutation

Yes

No

FIGURE 6.2: Flowchart of a classic GA.

The goal of GA is to select the fittest individuals for reproduction in order to
inherit the best features and therefore yield the stronger offspring for the next gen-
eration. To do so, the algorithm calculates fitness functions for each individual and
applies genetic operators such as selection, crossover, and mutation.

• Selection: The selection of the fittest individuals (parents) is done by choosing
the individuals with the higher fitness score. In this way the the highest quality
chromosomes with the best genes will be inherit for the next generations.

• Crossover: The pairing of two parents chromosomes by exchanging a random
part of the genes of one parent with the other parent. The generated offspring
are added the population. Crossover has a high probability (0.6 to 0.95%) to
occur, which show for a high degree of mixing and exploitation.

• Mutation: The change of genes (a single bit or several bits) inside one chromo-
some, so as to generate diverse genetic characteristics within the population
and avoid premature convergence. In bit strings this is done dy flipping 0 and
1 genes with each-other. Although it occurs in low random probability (around
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0.001 to 0.05%), it can happen to a single individual or multiple individuals
simultaneously.

6.1.2 Other Genetic Algorithms

Genetic Programming (GP) generates computer program that can program itself using
Darwinian evolution theory. Contrary to genetic algorithm that has a particular
objective to reach, in GP a general objective is decided, and then the system decides
its own goal. This is done by continuous improvement of programs based on selection
of the best fitness values evaluated from different evolutionary algorithms, crossover
of different prat of the program and random mutation of the program. The most
successful programs are bred to produce better generations.

Differential Evolution The algorithm starts with an initial population of candidate
solutions. These candidate solutions are iteratively improved by introducing mu-
tations into the population, and retaining the fittest candidate solutions that yield
a lower objective function value. This algorithms offer a more effective and easier
solution, as it can handle nonlinear and non-differentiable multi-dimensional objec-
tive functions, while requiring very few control parameters to steer the minimisation,
that allow also people with low programming skills to use the algorithm.

6.2 Swarm Intelligence Algorithms

Swarm Intelligence algorithms (SI) have become very popular, especially in opti-
mization, design applications, computer science, computational intelligence, and
so on. They are inspired by biological systems such as fish and birds flocks and
even by human behavior. A typical SI system is composed of many homogeneous
individuals (agents) that have the same role in their community, and are able to act
in a coordinated way, without the need of a coordinator. There is no centralized
control dictating the group of agents behavior, however they are able to self-organize
by interacting with each-other and the environment. As a result, global intelligence
is reached. In the same way, SI mimics how the nature species interact with each
other in order to find a solution. Due to their unique properties, SI systems offer
fault tolerance, scalability, and parallel action. Fault tolerance is an inherent property
due to its self-organizing and decentralized control feature. A failing agent does not
affect the system. Since all the agents of the system have the same role, the failed
agent can be easily substitute by another fully functioning agent. Because agents
behavior is influenced only by their neighbors, the number of interactions does not
increase with the overall number of members of the system. Conversely, artificial
systems that deal with human behavior tend to offer better performance when the
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number of participants of the system increases. Whereas, parallel action is always
possible because agent behavior can not be controlled externally; they can perform
different actions in different places simultaneously. SI includes many types, such
as particle swarm optimization, ant and bee algorithms, firefly algorithms, human
swarming, and cuckoo search among others. We are going to explain in detail these
algorithms, especially the particle swarm optimization which we have used in our
research work in laboratory.

6.2.1 Particle Swarm Optimization

Sociobiologists believed that species moving in a group like a flock of birds can benefit
from the experience of all other members. A flying bird looking randomly for food
can share its experience with the other members so that they can get the best hunt.
Each bird contributes to find the optimal solution in a high-dimensional solution
space and the best solution found by the flock is the best solution in the space. This
is a heuristic solution because it can not be proven that the global optimal is reached,
however we can find that the heuristic solution in close to the global solution. The
same logic is applied to Particle Swarm Optimization (PSO), introduced by Kennedy
and Eberhart in 1995. The members in PSO are called particles. The particles move in
steps throughout an search area, starting from an initial guess point. Each particle
memorizes the best position they have found in the initialization phase. At each step
(iteration) the algorithm evaluates the objective function of each particle. After the
evaluation a new direction is decided for each member. The movement of particles
is decided based on its own best location, the current best location reached by the
swarm (global best), and a random value (stochastic component). If the particle
reaches a better location from the current best locations of all the particles, it updates
this location as the current best location for particle i, but also as a global best location
for all the particles. The aim is to find the best location of all the current best solutions.
In this way, the algorithm evaluates the possible solution at the following iterations
and adjusts the particle trajectories, until the objective no longer improves or after a
certain number of iterations is reached. This movement of particles is schematically
shown in Figure 6.3. PSO offers many advantages such as it is easy to implement
and it has only a few parameters to be set. It has shown good results for finding mid
optimum, however we can not say the same for its performance in local search.

6.2.2 Other Swarm Intelligence Algorithms

SI algorithms share a few similarities. Among other characteristics mentioned in the
introduction section of Chapter 6, they are population-based methods that optimize
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FIGURE 6.3: Arbitrary movement of particles placed at random positions
in the first iteration and expected convergence of the algorithm after

many iterations.

the given problem by improving the candidate solutions (simulation agents) over
many iterations according to a given measure quality.

Ant Colony Optimization (ACO) imitates the real ants behavior, which explore
the environment and trail pheromones to direct other ants to the discovered food
resources. The artificial ants (simulation agents) explore the search space and record
their coordinates and the quality of solutions they have found to enable more ants
to locate better solutions in later simulation iterations. In the end the best route
results to be the one that has higher pheromone concentrations. The ACO algorithm
transforms the problem into a weighted graph whose possible paths would mark the
set of solutions to the problem. The artificial ants can explore the search space and
find their solutions by moving on the graph. The solutions are built incrementally
through the modification of a set of parameters that are associated with one of the
graph components (nodes or edges). The best path found at the end of all iterations
is the solution that the algorithm proposes to the problem. ACO has resulted to be
an effective technique for assigning aircraft arrivals to airport gates. Each pilot learns
from its experience what is the best gate to land, and his experience contributes for
the best solution for the airline too [84].

Artificial Bee Colony (ABC) was introduced by Karaboga in 2005. Contrary to
ACO, they do not use pheromone. The model consists of three goups the employed
bees, the onlooker bees which watch over employed bees and scout which look for
food randomly. First, the food source is found by scout bees. The nectar in food
source is exploited by employed bees and onlooker bees, which become exhausted
after working for some time. For this reason, they become a scout bee in search of
further food sources once again. The location of food sources represent a candidate
solution to the problem, whereas the nectar of the food represents the quality (the
feedback-fitness function) of the associated solution. The algorithm encourages to
abandonment of food source that give negative feedback, and the recruitment of
scout bees that find source food that have positive effect [85], [86].

Firefly Algorithm is inspired by the fireflies communication through flashing light
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among each other for mating or warn for predators. The rhythmic flash, the rate
of flashing, and the amount of time between flashes form the patter of signal that
brings both mates together. This phenomena has inspired Xin-She Yang to mimic
fireflies behavior into a new optimization algorithm. The brightness of the fireflies
is associated with the objective function. The brighter the light of the firefly, more
attention attracts from mates. Thus, fireflies will move toward the brighter one [87].

Human Swarming is an artificial swarm intelligence that shows that the perfor-
mance cognitive intelligence of humans increases when they are working as a team,
connected in a real-time network modeled after natural based swarms, in contrast to
individuals working alone. This system is distributed to different groups of people
around the world and enables them to ask and answer questions, make predictions
and take decisions by working together. Human Swarming has been used also in
medical domain, to enables doctor around the world to diagnose illness on patients
[88].

6.3 Human-based Algorithms

Human-based algorithms are meta-heuristic techniques inspired by human behavior.
The agents in these algorithms are humans and algorithm mimics how they take
decisions based on their knowledge, judgment, experience, the context at that mo-
ment, and their ability to analyze. The statistics of such choices gives us material
to study the processes of human creativity, and their ability to innovate and adapt.
Certainly humans have high level intelligence and communicate faster than animals.
If a system is able to imitate human reasoning and behavior, this means that the
system can be thought to be as intelligent as humans. Some of the human-based
algorithms are League Championship Algorithm, Tabu Search, Exchange Market
Algorithm, Imperialist Competitive Algorithm, and so on.

6.3.1 Tabu Search

Tabu Search (TS) is a local search method, which in other words explore a certain
search space by moving from solution to solution in local changes, until a sufficiently
good solution is found or a time-bound is elapsed. TS has integrated memory
structures, which prohibit to visit a previously explored search space for finding a
solution. The memory consists of short term memory and long term memory [89].
Short term memory is based on recency of occurrence which prohibit the exploration
of already explored regions by keeping track of the regions in a tabu list. Whereas,
long term memory is based frequency of occurrence and promotes the diversification
of the search.
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In contrast to other IA which accepts only better solutions, TS can replace the
current solution with a less efficient solution if no improvements are available in
that area. This move can be considered flexible because it allows the algorithm to
escape from getting stuck at a local optimum. The algorithm then selects a new
search movement by forbidding itself from going back to recently-visited solutions
in order to allow other new regions of the search space to be visited. To store all the
prohibited solutions, the algorithm uses a "tabu" list which is checked every time
a new solution is evaluated. The algorithm continues to explore the search space
until a stopping criterion forces the algorithm to end, e.g., an attempt limit has been
reached, or a score threshold has been satisfied. The steps of the algorithm are shown
in Figure 6.4.
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FIGURE 6.4: Flowchart of a simple TS algorithm.
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6.3.2 Other Human-based Algorithms

League Championship Algorithmis a stochastic population based algorithm which
mimics championship environment in sports. Artificial football clubs participate in
the championship league for several weeks, which represent the iterations of the
algorithm. They play in teams, just like normal matches and the result of the game
is determined as a win/a loss or a tie, based on the playing performance (which
represents the fitness value) and the team formation (represents the solution).

Exchange Market Algorithm is inspired by the behavior of shareholders in stock
market. There are two states: the normal and oscillation state. The normal state does
not face oscillations and in this state the algorithm searches for local optimum. The
oscillation state is the most dynamic state, in which members try to take more risk in
order to gain more benefits. In this state the algorithms looks for global unknown
optimum points. The population of stakeholders consists of three categories based
on their fitness values. The first group makes up 10-30% of the population and is the
highest rank with the most amount of shares. This group does not trade any shares
in neither of the states. The second group is the middle ranked dealers that consist
of 20-50% of the population. They keep their total amount of shares constant while
changing the number of some of each type of shares. The third group is the lowest
and as such they tend to take higher risks in order to increase their value. They trade
shares all the time and unlike the second group, they do not keep the total amount of
shares constant.

Imperialist Competitive Algorithm is inspired by wars in the past times. The popula-
tion individuals called country consist of imperialists and colonies, which because
of imperialistic competition aim to take control of the country. The weak empires
collapse and the powerful ones take possession of their colonies. In the end, the
country is ruled by only one empire and its colonies are in the same position and
have the same cost as the imperialist.

6.4 Physics-based Algorithms

These are metaheuristic algorithms inspired by physical phenomenon like gravity,
big bang theory, inertia, gravitational kinematic, radiation, electromagnetism laws
to solve complex problems. Even though biology based algorithms are more fa-
mous, physics based algorithms are not less effective. They have been applied to
engineering, industry, business and many other areas. Some algorithms under this
category are Electromagnetism-Like Algorithm, Simulated Annealing, Gravitational
Search Algorithm, Space Gravitational Algorithm, Intelligent Water Drops Algorithm,
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Harmony Search, Big Bang-Big Crunch Algorithm, Central Force Optimization Algo-
rithm, among others.

6.4.1 Simulated Annealing

Simulated Annealing (SA) is an algorithm that attempts to locate the best solution
possible, usually a near-optimal solution, by making arbitrary adjustments to the
current solution. These adjustments correspond to the other solutions in the current
solution’s neighborhood. At each iteration, the algorithm evaluates these candidate
solutions coming from the arbitrary adjustments and assigns an acceptance proba-
bility to each of them. Then, based on the acceptance probability of the candidate
solution, the algorithm decides whether to accept it or to stay in the current solution.
Even if the adjustments result in a less efficient solution, the algorithm still evaluates
it as a candidate solution while assigning an acceptance probability that decreases
with these adjustments [90]. As it can be seen from Figure 6.5, it is the acceptance of
these less efficient solutions, that similarly to TS, make SA escape the local optima to
seek better solutions.
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direction
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FIGURE 6.5: Search space diagram of a problem with multiple peaks
and algorithm’s capability to escape barriers and explore all solutions.

6.4.2 Other Physics-based Algorithms

Gravitational Search Algorithm are based on the Newton’s Law. Which says that every
object in the universe attract each other with a force that is proportional to the product
of their masses and inversely proportional to the square of the distance between
objects. In the algorithm every agent is considered as object. The fitness function of
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these objects are evaluated by their masses and the location of the heaviest object
represents the global optima.

Big Bang-Big Crunch Algorithm is based on the evolution of universe and the
theory of planets creation. The algorithm consists of two phases: the big bang phase
which creates an initial population in a random manner, and the big crunch phase in
which the population shrinks into a singularity. The objective function is to find the
center of mass.

Electromagnetism-Like Algorithm Electromagnetism-like algorithm (EMA) is based
on the electromagnetism law [91]. All the points are considered as charged particles
which attract or repulse each-other. These forces move the point toward the optima.
The objective function is to find high forces of attraction between points.
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Chapter 7

Fuzzy Logic

"As complexity rises, precise statements lose meaning and meaningful statements lose
precision. Albert Einstein."

7.1 Introduction to Fuzzy Logic

Many attempts have been made, especially in this century, for augmenting the repre-
sentational capabilities of logic, or for proposing non-additive models of uncertainty.
One of the most radical and fruitful of these attempts was initiated by Prof. Lotfi
Zadeh in 1965 with publication of his paper ”Fuzzy Sets” [92]. Fuzzy set theory
has become accepted in the literature as a tool for dealing with certain forms of
imprecision that frequently occur in decision making environments, but for which
probability calculus is inadequate.

The main reason why fuzzy logic is so popular is indeed its resemblance with
human thinking. By introduction the notion of degree on a condition and enabling
the state of the condition to be other than true or false, makes fuzzy logic able to
take into account uncertainties and inaccuracies, which allow for a flexible way of
reasoning, similar to human reasoning. In real world, the human brain can reason
with uncertainties and vagueness, we can not say definitely whether a thing is either
this way or the other way. Fuzzy Logic (FL) includes a degree of answers, refers to
things in imprecise terms, the same as two people do not have the same opinion
over a thing. For example people do not share the same idea what temperature is
considered hot. Some can say that anything over 30 degrees is considered hot (people
from cold places), others can be more durable to high temperatures and consider
temperatures over 35 degrees as hot (people from warm countries).

Despite the attributes it offers, FL should not be used when conventional control
theory yields an acceptable result, and an adequate and solvable mathematical
model already exists or can easily be created. Thus, it is noteworthy to consider
the application of FL when the problem to be dealt with is a non-deterministic
polynomial-time hard (NP-hard) problem. In such cases, there is no algorithm or
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mathematical model available that can provide a solution in polynomial time, let
alone if we need to handle certain problems in real-time.

7.1.1 Fuzzy Logic and Uncertainty

In the real world uncertainty and fuzziness co-exist, but they are two contrasting
concepts. The first relates to the lack of information which is the lack of knowledge
of future events. Once the information is available, the uncertainty is gone. Whether,
fuzziness tries to captures those uncertainties that are merely inherent in anything
and deals with the nebulous terms and way of thinking. For example, in the statement
’ It will rain tomorrow with a 30% probability’ includes two types of uncertainties,
a probabilistic one and fuzziness. Because of the lack of information we are not
sure whether it will rain or not tomorrow. This describes the probability that the
event of having rain tomorrow will occur. On the contrary, even if we refer to the
current weather condition it may not be easy to determine whether it is raining or not,
depending on the intensity of the water falling (there are many weather conditions:
heavy fog with fine water particles condensing, drizzle, just a few raindrops) and the
perception of people.

7.1.2 Classical Set Theory and Fuzzy Set Theory

The basic idea of fuzzy logic is that it associates a number to each element indicating
the degree which this elements belongs to a certain set of elements. To better under-
stand this idea, it is helpful to compare fuzzy logic with traditional logic (Boolean
logic) first. To begin with, let us do a quick refresher of the Boolean logic and classical
sets.

The classical set theory is the branch of mathematics that studies sets. There are
a wide variety of sets; we can create set of numbers, characters, functions, set of
individuals (describing a population), set of assumptions and even sets of sets. All
the elements member of certain set share the same characteristics. For example {1, 4,
5, 7, 8, 43} is a set of integers and {a, e, o, u , i} is a set of vowels. Even though the
order of the elements is not important, it make it easier for readability when they are
in an ascending order. A classical set (also referred to as a ’crisp’ set) is denoted by
a capital letter, for example A = {2, 4, 6, 8} is a set of one digit even numbers. The
universe of discourse (U) refers to the input space of values that a certain variable is
allowed to take value, thus describes the universe of all available information on a
given problem. A set A is a crisp set in a given universe of discourse U when for
any member of U, it can be said that A includes all members of U that meet a certain
condition and excludes the rest of the members. A is defined as:

A = { x | x meets a certain condition}, ∀x ∈ U



Chapter 7. Fuzzy Logic 59

Other mathematical expressions which derive from the definition are:
A = { x | x /∈ A}, ∀x ∈ U
A ∪ A = U
A ∩ A = ∅

Alternatively, we can introduce a zero-one MF (differently named as characteristic
function) for A as below:

A ⇒

µA(x) = 1, if x ∈ A

µA(x) = 0, if x /∈ A

The concept of belonging is important for a set as it describes whether an element
is part of that set or not.

X (Universe of discourse)

A

c
a

b

(a) Classical set theory

X (Universe of discourse)

A
~

b

(b) Fuzzy set theory

FIGURE 7.1: Diagrams for representing a set in (a) classical theory and
(b) fuzzy theory.

Let us now compare the classical set theory with fuzzy set theory as shown in
Figure 7.1. Let X be an abstraction of a universe of discourse and A a crisp (classical)
set. A is a collection of elements all sharing the same characteristics. As shown in
Figure 7.1(a), the classical set is defined by crisp boundaries and no uncertainty on
the location of the boundaries of the set. Elements a and c are obviously a member of
crisp set A and element b is not a member of set A. In classical sets no element can
fall in two categories, one element is either in one category or the other, that is to
say a certain point is either part of the classical set or not. On the other hand, fuzzy
set is defined by ambiguous boundaries and has vague properties, as shown by the
shaded boundary in Figure 7.1(b). In fuzzy sets an element can be a partial member
of the set. Figure 7.1(b) shows a fuzzy set with element a as a full member of the
set, and element c is a partial member of the set. The faded boundary represents the
ambiguous boundary region of set A. When the point is in the central area of the
fuzzy set, such as the point a, than this element is a full member of the set and such
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complete membership can be represented as equal to 1. When the point is outside
the boundary of set A, such as point b, this element is not a member of the fuzzy set
and such no-membership can be represented as equal to 0. When the point is in the
boundary, such as point c its membership is ambiguous. Such partial membership is
represented by an intermediate value of membership on the interval [0,1]. If point c
moves closer to the central of the fuzzy set, the membership of this point approaches
the value 1, and if it moves toward the fuzzy boundary the membership of point c
approaches a value of 0.

For instance let us describe today’s weather and decide whether it is a sunny day.
By the definition of the crisp set, an element can only be or not be a part of the set. It
cannot be both. So we can only express if it is a sunny day or not, no other option.
But, if we were to assign a degree of membership to our concept, say, 1 to a cloud
cover of 100% of the sky, 0.75 to a cloud cover of 75%, and 0 to a cloud cover 20%,
then we could include sunny to our set of the weather condition to a partial degree
of membership. The concept of membership is really important in fuzzy logic. It
describes that an element belongs to a fuzzy set by 20%, in contrast to classical set
theory where membership is either 1 (part) or 0 (not owned). In fuzzy logic the truth
of any statement is a matter of a degree.

7.2 Fuzzy Logic Systems

Fuzzy logic is based on the fuzzy set theory, which is a generalization of the classical
set theory. Classic set theory is a special case of fuzzy set, it is a subset of the
theory of fuzzy sets. That is to say, classical sets are sets without ambiguity in their
membership. Fuzzy sets are denoted by a set symbol with a tilde understrike. So, for
example, Ã would be the fuzzy set A. This function maps elements of a fuzzy set Ã
to a real numbered value on the interval [0–1]. If an element in the universe, say x ,
is a member of fuzzy set Ã, then this mapping is given by µÃ(x) ∈ [0, 1], where µÃ

expresses the membership function of set A.
Fuzzy set Ã in a discrete and finite universe of discourse U is given by:
Ã =

{
µÃ(x1)

x1
+

µÃ(x2)
x2

+ ...
}
=

{
∑i

µA(xi)
xi

}
Whereas, in a continuous and infinite universe of discourse U the fuzzy set Ã is

given by:
Ã =

{∫ µÃ(x)
x

}
In both formulas, the horizontal line is not a quotient but rather a delimiter.

The numerator in each term is the membership value in set Ã associated with the
element of the universe indicated in the denominator. In the first notation, the
summation symbol is not for algebraic summation, but rather denotes the collection
or aggregation of each element; hence, the “+” signs in the first notation are not the
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algebraic “add” but are an aggregation or collection operator. In the second notation,
the integral sign is not an algebraic integral but a continuous function-theoretic
aggregation operator for continuous variables. Both notations are due to Zadeh
(1965) [92], [93].

A fuzzy logic system includes many operations and function. A fuzzy system
converts a vector of linguistic inputs of data into a scalar output by the use of fuzzy
rules. This process involves membership functions, if and then fuzzy rules, fuzzy
logic operators, multidimensional scaling mapping of input data, aggregation and
defuzzification of output sets. A typical fuzzy system is presented in Figure 7.2.
The fuzzy system is comprised of four components that are the fuzzifier, rule base,
inference engine, and defuzzifier. The fuzzifier takes crisp input data and convert
is to fuzzy inputs by mapping it to their corresponding membership function. In
this way, the fuzzifier determines to which degree the fuzzy inputs belong to fuzzy
sets. Then the inference engine defines a nonlinear mapping of input fuzzy sets into
output fuzzy sets. The inference engine interprets the values of the input fuzzy set,
and based on the fuzzy rules, determines to what degree the antecedent is satisfied
for each rule and assigns values to the output vector. If multiple conditions are
applied to antecedent of a rule, fuzzy operators are used to obtain one result for that
rule. It is common in many applications in fuzzy logic that multiple rules may fire
simultaneously. Therefore, the outputs of all rules are aggregated and combined
into a single fuzzy set. The defuzzifier coverts the fuzzy set into a single crisp value,
which can be used by computers or other electronic devices.

Fuzzifier

Fuzzy 

Input SetCrisp 

Input

Inference 

Engine

Rule 

Base

Defuzzifier

Fuzzy 

Output Set Crisp 

Output

FIGURE 7.2: Block diagram of a fuzzy system.

Each of these components will be described in details in the following subsections.
Until now we have been talking about type 1 fuzzy set. Type-1 fuzzy set (T1FS)

has been introduced in 1965 by prof. Zadeh. T1FS is by definition a fuzzy set in
which its elements have grades of membership that are crisp, that is, their function
can take any crisp value between [0,1]. In 1975, Zadeh expanded this idea as it did
not exactly address the fact that people refer to the same words in different ways, and
introduced type-2 fuzzy set (T2FS). T2FS is the fuzzy set whose elements have fuzzy
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grades of memberships. Which means that their membership values are fuzzy sets
on [0, 1]. In other words T2FS is a “fuzzy-fuzzy set”. This has lead to the type-n fuzzy
set that is a fuzzy set in U whose membership values are type n - 1, n > 1 fuzzy sets on
[0, 1]. However, for n > 3 fuzzy set is very difficult to be implemented for real-world
applications, and therefore it is rarely used in practice. Even though T2FS offers
better universal approximation property, higher accuracy, and is capable of handle
problems with high level of uncertainty in a more complete way, T1FS on the other
hand offers other advantages compared to their counterpart and has given better
result satisfying the requirements of certain applications. First, because type-2 fuzzy
logic systems (T2FLSs) are slower than type-1 fuzzy logic systems (T1FLSs). Due
to multiple calculations and algorithms used a delay is added in the system which
varies in the range of seconds. For this reason, they are not suitable for real-time
applications, such are safety applications in vehicular networks, where time is the
most critical component. Second, they have a very high computational cost. The
extra computations require more powerful processors, which increases the cost of the
overall system. Third, T1FLS have demostarted good results for applications with
no/some uncertainties. For these reasons, we consider T1FLS as more suitable for
vehicular network applications and the aspects where T1FLSs win over T2FLSs are
aspects where we cannot make a trade-off for our system.

7.3 Fuzzification

The fuzzification process includes linguistic variables and membership functions.
For an sake of simplicity we will explain the terms used and fuzzy logic system
implementation by taking an example that is deciding whether the weather is suitable
for going out.

7.3.1 Linguistic Variables

The strict defined language that we use can not describe precisely an event, a state-
ment; therefore we lose some intent of the real statement. Moreover, a strict defined
value for describing a statement is not always true for everybody. If we want to
encode the opinion of people for a certain statement as a whole, we need to take into
account the fuzziness or the impreciseness of language in our logical rules. Fuzzy
logic uses linguistic variables to describe the control parameters. A very important
property of the linguistic variables is the capability of describing imprecise parame-
ters through words rather than strict defined values. Although words are inherently
less precise than numbers, their use is closer to human intuition. For example En-
vironment Temperature is the linguistic variable which contains these values: {cold,
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normal, hot}. The same can be done for describing Wind Velocity={low, moderate,
high}. By using relatively simple linguistic expressions is possible to describe and
grasp very complex problems. The set of values that a linguistic variable takes is
identified with the terminology term set. Environment Temperature and Wind Velocity
are the input variables that will be used later in the fuzzy logic system.

7.3.2 Membership Functions

Membership functions are curves that describe the degree to which a certain input
variable corresponds to given set. In classical logic, if we assign elements to a crisp
set membership function, we will get a very discontinuous representation of the true
underlying model; therefore, we loose some of the real values. In contrary, we will
achieve a smooth transition and a better representation using fuzzy logic membership
functions. By definition, a fuzzy membership function defines how each point in the
universe of discourse U is mapped to a membership value, and it is often associated
with the notation : U → [ 0, 1 ]
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For example, let us consider the fuzzy set environment temperature. If we pool for
example 100 people and ask where do they think the transition point of cold, normal,
and hot temperatures is, we are going to get different values, because of course these
are vague terms. Let’s assume that all participants thought that a temperature more
than 35 degree celcius is considered hot, but only half of them thought that 30 degree
celcius is hot and none of them thought that 25 degree celcius is hot. This traces
out the particular membership function for hot environment temperature. We can do
the same for normal and cold temperature. We have now defined the membership
functions of our input variable, which is the environment temperature. We follow the
same idea to assess wind velocity and the output variable which in this case is deciding
the weather condition. We will get the graphs in Figure 7.3(b) which are the sets of
membership functions that indicate how people would convert a vague term of cold,
normal, hot weather into a fuzzy value. We end up with these three overlapping
membership functions. Now we can see that the truth of a statement does not need
to belong to a single set, true or false, but rather they can belong to multiple sets
based on the degree of truth. Whereas, the crisp membership function of the fuzzy
set environment temperature is shown in Figure 7.3(a). The terms cold, normal, hot are
used in a strict sense. The temperature from 18 degree celcius to 27 degree celcius
are considered normal, less than 18 degree celcius is considered cold, and more than
27 degree celcius is considered hot. Where would fall the temperature of 18 degree
celcius in fuzzy membership function? Intuitively we think that is mostly normal.
And according to our membership function we can say that is partially true. 18
degree celcius is 80% normal and 20% cold. A temperature of 18 degree celcius may
be a member of the set normal and also a member of the set cold; only the degree of
membership varies with these sets. Therefore, an input value of 18 becomes the fuzzy
number [0.2, 0.8, 0] which expresses that it falls 20% to the cold membership function,
80% to the normal membership function and 0% to the hot membership function.
And this process of going from that crisp input value to a fuzzy value (fuzzy set) is
called fuzzification. In fuzzy logic, crisp input with precise values are converted to
fuzzy set through the fuzzification process. Membership functions are used in the
fuzzification and defuzzification steps of an FLS to map the non-fuzzy input values
to fuzzy linguistic terms and vice versa.

Different applications use various types of membership functions, including
triangular, polynomial curves, trapezoidal, Gaussian curves, generalized bell shaped,
and sigmoid functions.

In our system we use trapeziodal and triangular membership fuctions, because
those are considered suitable for real-time operations.

A triangular MF, denoted with µ f (x), is defined by the element x0 which is the
only element of the core, a left width (left boundary) wl and a right width (right
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boundary) wr.

µ f (x; x0, wl, wr) =



0, if x ≤ x0 − wl

1 − x0−x
wl

, if x0 − wl < x ≤ x0

1 + x0−x
wr

, if x0 < x < x0 + wr

0, if x ≥ x0 + wr

A trapezoidal MF, denoted with µg(x), is defined by the elements x0 and x1 which
are the edge elements of the core, a left width (left boundary) wl and a right width
(right boundary) wr.

µg(x; x0, x1, wl, wr) =



0, if x ≤ x0 − wl

1 − x0−x
wl

, if x0 − wl < x < x0

1, if x0 ≤ x ≤ x1

1 + x1−x
wr

, if x1 < x < x1 + wr

0, if x ≥ x1 + wr

7.4 Inference Engine

The inference engine defines mapping from input fuzzy sets into output fuzzy sets.
Fuzzy inference system is a way to encode the known-data input into a way that
computers understand in the forms of logical rules. The inference engine is comprised
of fuzzy rules and determines the degree how much each particular rule impacts the
final output. Interpreting the inference engine process is a four part process which
includes:

1. Determine the fuzzy if-then rules in linguistic form.

2. Apply fuzzy operator if rules are comprised of multiple pars of antecedent and
resolve it to a single number between 0 and 1.

3. Apply implication method to determine the degree of support of the rule for
the output value.

4. Apply aggregation method if more than one rule fires at the same time. The
rules are fired in parallel, therefore the order of rules does not affect the output.

7.4.1 Fuzzy Operations

Fuzzy operations are analogous to crisp logical operations. The basic crisp set
operations which are also relevant to fuzzy operations include union, intersection,
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and complement, which essentially correspond to OR, AND, and NOT operators,
respectively. The corresponding operators representing the union and intersection of
two sets in fuzzy are min, max operation whereas for the not is used the complement
operation, which are defined as below:

µA
⋃

B (x) = max [µA (x) , µB (x)]
µA

⋂
B (x) = min [µA (x) , µB (x)]

µĀ (x) = 1 − µA (x) Another way to describe the union and intersection of two
sets in fuzzy is given by prof. Zadeh as:

µA
⋃

B (x) = µA (x) + µB (x)− µA (x) µB (x)
µA

⋂
B (x) = µA (x) µB (x)

7.4.2 Fuzzy Rules

Fuzzy rules are logical rules expressed in terms of linguistic variables which specify
the relationship between the input and output fuzzy sets. Using linguistic form makes
them similar to human logic and therefore easier for understanding. Fuzzy relations
present a degree of presence or absence of association or interaction between the
elements of two or more sets. These logical rules called also fuzzy rules are decided
by the expert based on his experience and knowledge in the form of linguistic rules.
Rules are the encoding of knowledge, are the model that can be used for prediction.
Formulating rules that are based on the existing knowledge rather than trying to
develop a mathematical model that is driven my complex mechanism, makes the
problem rather easy and has been proved to be accurate enough. The rules are
comprised of two parts the antecedent or premise which is the if part of the rule,
and the consequent or conclusion which is the then part of the rule. Interpreting an
if–then rule involves two distinct steps. The first step is to evaluate the antecedent,
which involves fuzzifying the input and applying any necessary fuzzy operators. The
second step is implication, or applying the result of the antecedent to the consequent,
which essentially evaluates the membership function. Fuzzy inference systems
consist of if–then rules and uses fuzzy operation for the aggregation process. An
example of fuzzy rule is given below:

"If wind velocity is moderate and the environment temperature is hot,
then the weather condition is warm."

7.4.3 Implication Method

After evaluating the antecedent and applying the fuzzy operator if the antecedent
has multiple parts, we obtain a single number that represents the result of applying
that rule. The implication process will assess the consequence of that rule based on
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this single number and will determine the weight of this rule to the output fuzzy set.
In other words, the implication method applies the result of the antecedent to the
consequent of the rule and determines the degree of support for the entire rule to
shape the output fuzzy set. The output of this step is a fuzzy set truncated by the
degree of support for the rule. There are many ways to modify the consequent, but
two are most common are the min (minimum) function or prod (product) function,
which are given respectively as follows:

µA
⋂

B (x) = min [µA (x) , µB (x)]
µA

⋂
B (x) = µA (x) µB (x)

In our fuzzy system in this thesis we implement min method as it is the most
common way to modify the output set.

7.5 Aggregation

In many applications it is common that one or more rules may fire simultaneously.
In that case, the outputs for all rules fired are combined into a single fuzzy set
aggregated. This process is called aggregation. Essentially, aggregation takes the
outputs of each rule in the form of fuzzy sets and unifies them into a single fuzzy set.
The inputs of aggregation process are the modified fuzzy sets obtained as the output
from the implication method for each rule. Then, In other words, the aggregation is
the modification of all consequents across the rules combined together. The output of
aggregation is a single fuzzy that represents the output variable. This output is used
later as input in the defuzzification process. The aggregation occurs only one time
for each output variable. Since the aggregation method is commutative, the result
will be the same in whatever order rules are executed. The most used functions in
aggregation are max (maximum), probabilistic OR and sum (sum of the rule output
sets). We use the max method because it is more straightforward and commonly
used.

7.6 Defuzzification

The last step is the defuzzification method. The input of defuzzification is the fuzzy
set result obtained by the aggregation process. During defuzzification the fuzzy set
is mapped to a single crisp number which represent the value of the ouput variable.
This crisp number can be understood by computer language and can be used for
other calculations. There are many defuzzification techniques, some of them are the
Center of Gravity (also known as centroid), Center of Area, Bisector of Area, Middle
of Maximum, Mean of Maxima , and so on. In our fuzzy system we use the center of
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gravity method as this is the most commonly used method. This method is preferred
over the others, because the defuzzified values tend to move smoothly around the
output fuzzy region. The centroid methods finds the balance point of the area of the
aggregated fuzzy set by calculating the weighted mean of that unified area of the
output of the fuzzy set. The formula for centroid method is as follows:

y′ =
∫

s yiµB(y)dy∫
s µB(y)dy

We said that the output is 90% to the neutral membership function and 10% to the
good, so we can chop off the top of each of these membership functions according to
their percentage. And this leaves two trapezoids which we can merge into a single
geometric shape. Now the defuzzified value is the x-coordinate of the centroid of this
shape, which in this example is about 46%. This means that a credit score of 660 is
46% risky. So, fuzzy inference is a way of doing interpolation using vague language.
In our case, we were able to approximate this true function with the interpolation of
these vague terms. And the key to all of this is that baked into these terms is actual
knowledge from the experience of experts.

7.7 FuzzyC Simulation Tool

Although the Fuzzy Logic Toolbox provided by MATLAB works well for analyzing,
designing, and simulating FLSs, we use FuzzyC as a simulation tool for our proposed
systems. FuzzyC is software written in C language that enables modeling of different
FLSs with ease and accuracy, just like the MATLAB Fuzzy Logic Toolbox. It is
developed in our laboratory—Information Networking and Applications (INA)
Laboratory—and is maintained and improved throughout the years.

FuzzyC includes fuzzification, fuzzy operators, implication, aggregation, and
defuzzification methods needed along the inference process. Even though there is
not a Graphic User Interface (GUI) available for it yet, the design of the FLSs is easy
and convenient. Moreover, it can work with the same file generated by the MATLAB
Fuzzy Logic Toolbox, which allows a FLS designed in the latter to be executed in
FuzzyC and vice versa.

There are three main reasons why we use FuzzyC over MATLAB Fuzzy Logic
Toolbox. The first is that FuzzyC is more computationally efficient. It does not need
powerful processors to run into, which facilitates the design of different testbeds.
Second, it is faster than its counterpart, which is an aspect worth making use of in our
real-time implemented systems. Last but not least, it can be integrated easily with
other systems working with different intelligent algorithms; therefore, it is practical
for building hybrid intelligent systems.
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Chapter 8

Proposed Intelligent Systems and
Testbed Implementation

This chapter describes the proposed approach and its implementation details. The
first section explains the reason we choose to use FL in our system. The remainder
explains in details our proposed integrated intelligent System based on Fuzzy Logic
(FL) and Software Defined Networking (SDN) approach that can efficiently manage
cloud-fog-edge storage, computing, and networking resources in VANETs, from a
bottom-up perspective by exploiting the resources of edge layer first and then the
fog and cloud resources. The integrated system is composed of three subsystems,
namely Fuzzy-based System for Assessment of QoS (FS-AQoS), Fuzzy-based System
for Assessment of Neighbor Vehicle Processing Capability (FS-ANVPC), and Fuzzy-
based System for Cloud-Fog-Edge Layer Selection (FS-CFELS), each having a key
role in the proposed approach. In addition, we propose two Fuzzy Logic Systems
(FLSs) to assess the processing capability of fog layer named Fog Layer Adequacy
(FLA) in SDN-VANETs. In the end, we implement a testbed with the experiment
setup details to follow the system design. Each of the sections introducing the FLSs
begins with a description in respect to the objectives and motivation of the system it
introduces, to continue with all the implementation details one must know to obtain
the same (simulation) results. The details include, more specifically, the explanation
of the parameters (linguistic variables) of the implemented systems, the term set (the
set of linguistic values) for each parameter, the chosen Membership Functions (MFs),
and the Fuzzy Rule Base (FRB) of every Fuzzy Logic Controller (FLC) comprising
the proposed FLSs.

8.1 Proposed Architecture

This section presents the architecture of our proposed approach for coordination
and management of VANETs resources. The information acquired by many vehicles,
not only by an individual vehicle, increases the accuracy; thus, better decisions
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FIGURE 8.1: Layered architecture of cloud-fog-edge SDN-VANETs.

and predictions can be made. However, there is a major problem in gathering,
processing, and analyzing the enormous amount of data generated while keeping the
network cost at a minimum. Managing the resources of the network while providing
the application’s requirements is yet another challenge. Our proposed approach
addresses these issues. The proposed approach considers a layered cloud-fog-edge
SDN architecture that is coordinated by a fuzzy system implemented in the SDN
Controller (SDNC) and SDN modules. This architecture is illustrated in Figure 8.1.

SDNC manages the resources of the edge, fog, and cloud layer and determines
the appropriate layer for data storage and computing, based on the output of the
fuzzy system. The edge layer includes the resources of all On-Board Units (OBUs) of
the smart vehicles that are able to communicate with each other. The vehicles act not
only as a relay node, but they also process and analyze the data by themselves and at
the same time share their available resources with some vehicle that has a shortage
of resources (hereinafter will be referred to as the vehicle). The fog layer consists of
the RSUs, RSU Controllers (RSUCs), Base Stations (BSs), and fog servers, which are
ideally only a few hops away from the vehicles. It offers more resource capabilities,
compared to the edge layer, while still providing computing in real-time. Whereas
the cloud layer offers abundant storage and computing facilities, located far away at
the cloud data centers.
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We consider this architecture from a bottom-up approach, which implies that
the edge layer is the first layer considered, based on the available connections and
service requirements. If the application requirements are not fulfilled or there are
no or only very few available connections, then the fog layer is the layer taken into
consideration. For instance, safety applications are suitable for either edge layer or
fog layer, as both these layers support real-time processing and high QoS. The cloud
layer is used to process applications that are delay tolerant and require long-term
analytics. Through this approach, all network resources are utilized effectively and
massive traffic flow in the core network is avoided.

The proposed integrates sytem called Integrated Fuzzy-based System for Coordi-
nation and Management of Resources (IFS-CMR) is implemented in the SDNC and
the vehicles which are equipped with an SDN module. In case a vehicle does not
have an SDN module, it sends the information to SDNC which computes the needed
information and sends back its decision.

In the next sections, we give details of the composition of the proposed approach
and describe the input and output parameters of each subsystem. In addition, we
present the data gathering and communication module which is integrated into the
vehicles and explain the FL Controllers (FLCs) of the system.

8.2 Data Gathering and Communication Module

The vehicles are equipped with various sensors (lidar, radar, ultrasonic, camera,
etc.) which are placed internally and externally to acquire information about the
vehicle itself (its speed, direction, steering wheel movements, tire slip, distance
between the lane and other nearby vehicles, and so forth) and the condition of roads
(congested roads, inadequate traffic signs, potholes, ice patches, or other hazards); a
wireless transceiver device which supports different wireless technologies that enable
communications with other entities; a GPS device that provides precise information
about location; and an OBU which controls the communication of vehicle with
other entities and offers computing, storage, and networking facilities [94]. We have
included all these components in the data gathering and communication module, as
shown in Figure 8.2.

Once the data is sensed and processed, the vehicles then share with one another
important information through beacon messages. They broadcast these beacons
periodically to other vehicles via V2V communication links to increase cooperative
awareness between them. The beacon messages are critical for our approach as well.
Once the vehicles receive them, they extract the information they need, which for IFS-
CMR is about their neighbors’ geographic position, speed, direction, transmission
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Testbed Systems

FIGURE 8.2: Structure of fuzzy integrated system and testbed.

power, available storage, available computing power, etc. Then, IFS-CMR makes the
necessary calculations to update the current condition of all the input parameters.

8.3 Implementation Issues

We use FL to implement the proposed systems because the problems we have to deal
with involve many uncorrelated parameters, and such problems are classified as NP-
hard problems. Different approaches can be used to deal with such problems, but FL
is the most efficient approach in solving decision-making and control problems in
real-time. Selecting the proper type of fuzzy sets and methods—the methods used
for the processes of fuzzification, implication, aggregation, and defuzzification—that
suit the application requires experience and knowledge, and this is only the first step
of the design of an FLS (see Chapter 6).

The next big step after the identification of the challenges is the conception of
the approach that can solve those challenges. To design the best problem-solving
approach, all the factors that are a cause of a problem should be pointed out and
taken into consideration. In our case, the factors have to be, in some kind of way, an
input of the system, with the system output having the ability to control the desired
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outcome. While this stands for all kinds of areas and problem-solving methods, it is
necessary to mention this in the design of FLSs for the following reasons.

First, when only a factor or two are a cause of the problem, a solvable mathemati-
cal model can easily be created, and therefore there is no need for an FL approach.

Second, as opposed to the case of very few inputs, there should not be many
inputs in a single FLC either because this increases the complexity.

Third, one may not want to have many separate FLSs, with one FLS solving
only some issues, since that would lead to the emerging of different problems. For
example, a simple question stands to the fact that if we should implement only one
system, only some, or all systems at the same time. If the decision is not to implement
all the proposed systems, then some issues will not be covered since one cannot
predict what will the problem be and implement it right away before it happens. On
the other hand, if all the systems are implemented, the systems that cover similar
issues could interfere with each other. Moreover, there might be a need to solve
several issues at a time, and therefore there should be a way to coordinate all the
implemented systems, which is certainly not an easy task.

Once all these factors are taken into consideration (the input parameters are
decided), there are other important issues to be resolved, such as:

1. Determining the suitable number of the linguistic terms for both input and
output parameters,

2. Finding the appropriate type of MF that represents better its linguistic term,

3. Deciding the proper range of numerical values (granularity) for each term set,

4. Constructing a flawless rule base that can control the system in the best way.

Sorting out all these issues to construct the ideal FLS is practically impossible;
however, a satisfactory, near-optimum solution is most of the time acceptable, and
that could be provided with some effort. These efforts include the process of tuning
all the above components until the desired results are achieved.

In our systems, as mentioned in Section 7.3.2, we use triangular and trapezoidal
MFs since they are suitable for real-time operation. We carried out many simulations
to decide the number of the terms for each parameter (input and output) and the
granularity for each term set—which includes the core and the support for each
MF. For a linguistic parameter x, the set of its linguistic values is denoted by T(x),
and the number of the linguistic values by | T(x) |. The set of the MFs associated
with the term set of the parameter x is represented by M(x). Based on the linguistic
description of input and output parameters, we then construct the FRB. The FRB of
each FLC that a FLS is comprised of forms a fuzzy set of dimensions equivalent to
| T(x1) | × | T(x2) | × · · · × | T(xn) |, where | T(xi) | is the number of terms on
T(xi) and n is the number of input parameters.
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8.4 IFS-CMR Parameters

The parameters of IFS-CMR are described in the following.

• Link Latency (LL): Latency is a strong requirement in VANETs. Many applica-
tions, especially those related to safety, must run in real-time and the network
must provide a very low latency despite the rapid and high topology changes.
Therefore, the time it takes the first bit to get from the sender to the destination
is crucial in providing high QoS.

• Radio Interference (RI): Radio Interference indicates the unwanted signals that
come from transmissions of adjacent vehicles and disrupt the reception of infor-
mation. These signals can cause problems from low data speed transmissions
to even complete loss of information.

• Effective Reliability (ER): We define effective reliability as the capacity of the
network to successfully deliver messages to its destination. There are many
factors that influence ER that include the bandwidth of transmission medium,
number of collisions, and buffer size, among others.

• Update Information for Vehicle Position (UIVP): It is necessary for vehicles to
have the coordinates of other surrounding vehicles in order to detect dangerous
situations or to monitor traffic. However, too many packets occupy more
bandwidth, whereas few packets cannot accurately discover the position of
neighboring vehicles.

• Quality of Service (QoS): Each application has different requirements in terms
of latency, bandwidth, throughput, and so on. Safety applications, for example,
require real-time communications over reliable links. The latency constraints
for such applications are in the range of a few milliseconds [95]. However,
satisfying QoS requirements at all times is not a straightforward task given the
highly dynamic topology and interference on these networks.

• Available Computing Power (ACP): Recent VANET applications require signif-
icant computational resources and real-time processing. The intelligent vehicles
in the new generation of VANETs are capable of handling some of these appli-
cations. Vehicles use their computing power to run their own applications, but
they can also allocate some of it for other vehicles to help them in case they
need additional computing power to complete certain tasks. When vehicles are
willing to share their resources, they let their neighbors know by sending them
information about the amount they want to share. In other words, they decide
the number of physical processor cores and the amount of memory that other
vehicles can use.
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• Predicted Contact Duration (PCD): In a V2V communication, the duration
of the communication session is important since it determines the amount of
data to be exchanged and the services that can be performed. A vehicle in
need of additional resources (the vehicle) will have to set up virtual machines
on the neighbors that are willing to lend their resources; therefore, the contact
duration becomes even more important since much more time is needed to
accomplish these tasks than just performing a data exchange. Since the vehicles
change their direction or speed, we can only make a prediction of their contact
duration based on the value of the parameters at the time when the beacon
message was transmitted (for more accuracy, the PCD is updated each time
a new beacon message from that neighbor is received). To calculate the PCD
between the vehicle and a neighbor vehicle i (see Figure 8.3 for illustration), we
first calculate the relative speed between these two vehicles using the law of
cosines, as given in Equation (8.1).

RSVi =
√

V2 + V2
i − 2VVi cos θi (8.1)

where V is the speed of the vehicle, Vi is the speed of neighbor i, and θi is the
angle between their directions. Then, we use the law of cosines once again to
calculate the PCD, as given in Equation (8.2).

(RSVi · PCD)2 + D2
0 − 2|RSVi| · PCD · D0 cos (γi + βi) = CR2 (8.2)

where D0 denotes the initial distance between the two vehicles, CR is the
communication range, γi is the angle between the direction of the vehicle and
D0 imaginary line; whereas βi is calculated with the Equation (8.3), which is
derived from the law of sines.

βi =


arcsin(Vi sin θi

|RSVi|
), for Vi ≤

√
V2 + RSV2

i

180 − arcsin(Vi sin θi
|RSVi|

), for Vi >
√

V2 + RSV2
i , θ ≥ 0

−180 − arcsin(Vi sin θi
|RSVi|

), for Vi >
√

V2 + RSV2
i , θ < 0

(8.3)

We posit that when two vehicles are getting farther from each other from
different directions, their directions form a positive angle, whereas when the
vehicles are getting closer, θ is negative.

• Available Storage (AS): Since vehicles generate and receive enormous amounts
of data, their storage might be insufficient despite their large storage resources.
If the vehicle needs to use also the storage of the neighbors, that should be large
enough to allow the vehicle to run the virtual machine. This storage is used also
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FIGURE 8.3: Graphical representation of vehicles moving at different
velocities and directions.

to store data after completing specific tasks of all the tasks these neighbors are
asked to accomplish.

• Neighbor i Processing Capability (NiPC): Describes the capability of a vehicle
to help another vehicle that lacks the appropriate resources to accomplish certain
tasks. The values of this parameter range between 0 and 1, with the value 0
implying that the neighbor cannot help at all and 1 that the neighbor is in the
best condition to help out the vehicle.

• Average Processing Capability per Neighbor Vehicle (APCpNV): This param-
eter is the average of the Processing Capability (PC) of all neighboring vehicles
within the vehicle’s communication range. It is an important parameter that
represents the capability of the edge layer, and it is calculated as the sum of the
PC of each neighbor vehicle divided by the number of neighboring vehicles.

• Number of Neighboring Vehicles (NNV): This parameter changes contin-
uously due to the vehicles moving out of the vehicle’s communication range
and the ones that appear. Vehicles traveling at the opposite direction lead to
even more frequent changes. Since the bigger the angle between the directions,
the bigger the distance created between the vehicles, we consider only the
neighbors whose directions with the direction of the vehicle create angles that
are smaller than 90°. Vehicles traveling in directions that create bigger angles
move out of the communication range very quickly, making it impossible for
the vehicle to use their resources.

• Time Sensitivity (TS): Different applications have different requirements in
terms of latency. For instance, safety applications require a strict latency to be
guaranteed, ideally <1 ms, whereas comfort and entertainment applications
can tolerate latencies up to some seconds and are considered delay-tolerant [95].
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System updates and the data collected for long-term analytics can tolerate even
longer latencies, thus for such applications, the latency is not considered a
requirement at all.

• Data Complexity (DC): There are many factors that dictate the data complexity,
and the volume is only one of them. Even a single application might use data
that differ in type and structure, not to mention that they may come from
many disparate sources (e.g., sensors, cameras, radar, lidar). Besides, there are
different kinds of applications that include not only VANET applications, as
in the Big Data era vehicles can also be used to compute data non-related to
VANETs. However, not all the data need considerable processing as some of
them are in the form of small messages that are used to inform the vehicles for
particular situations.

• Layer Selection Decision (LSD): The output parameter values, which are
always between 0 and 1, denote three decisions—the interval [0, 0.3] indicates
that the vehicle can use the edge layer resources, the values in the interval (0.3,
0.7) specify that the layer to be used is the fog layer, whereas the values in [0.7,
1] specify the cloud layer as the most appropriate layer to run their applications.

8.5 Description of IFS-CMR Subsystems

The input parameters of each subsystem of IFS-CMR do not correlate to one another,
leading to an NP-hard problem. Problems with three or more uncorrelated parame-
ters are classified as NP-hard because finding a mathematical model that can calculate
an output in polynomial-time is practically impossible. Heuristic or meta-heuristic
approaches are proven to provide adequate solutions for these kinds of problems,
but each method has a limited scope to which it can be applied. For instance, genetic
algorithms give good solutions for optimization and allocation problems. Neural
networks can be applied to recognition problems and rule learning. FL, on the other
hand, can be used to provide a solution for decision-making and control problems in
real-time, especially when the system contends with high levels of imprecision and
uncertainty [96]–[101].

Making real-time decisions while dealing with imprecision and uncertainty is the
advantage of IFS-CMR. The characteristics of the network created between vehicles
change continually and rapidly; therefore, the resources must be managed in real-
time. Moreover, because of the rapid changes, the decision is reached in presence of
much imprecision.

IFS-CMR is comprised of three integrated subsystems (FS-AQoS, FS-ANVPC, and
FS-CFELS), each controlled by its respective FLC. Each subsystem has a key role
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TABLE 8.1: Parameters and term sets for FS-AQoS.

Models Parameters Term Sets

FS-AQoS2 FS-AQoS1
LL Low (Lo), Medium (Me), High (Hi)
ER Not Effective (Nef), Medium Effective (Mef), Effective (Ef)
UIVP Few (Fw), Moderate (Mo), Many (Ma)
RI Permissible (Pe), Acceptable (Ac), Harmful (Ha)

FS-AQoS1
&

FS-AQoS2
QoS Extremely Low (El), Very Low (Vl), Low (Lw), Moderate

(Md), High (Hg), Very High (Vh), Extremely High (Eh)

TABLE 8.2: Parameters and term sets for FS-ANVPC.

Models Parameters Term Sets

FS-ANVPC2 FS-ANVPC1
ACP Small (Sm), Medium (Me), Large (La)
PCD Short (Sh), Medium (Md), Long (Lo)
AS Small (S), Medium (M), Big (B)
QoS Low (Lw), Moderate (Mo), High (Hi)

FS-ANVPC1
&

FS-ANVPC2
NiPC

Extremely Low (El), Very Low (Vl), Low (Lw),
Moderate (Md), High (Hg), Very High (Vh),
Extremely High (Eh)

TABLE 8.3: Parameters and term sets for previous models of FS-CFELS.

Models Parameters Term Sets

FS-CFELS2 FS-CFELS1
DS Small (S), Medium (M), Big (B)
TS Low (L), Middle (Mi), High (H)
VRSNV Slower (Sl), Same (Sa), Faster (Fa)
NNV Low (Lo), Moderate (Mo), High (Hi)

FS-CFELS1 LSD Decision Level 1 (DL1), DL2, DL3, DL4, DL5
FS-CFELS2 LSD DL1, DL2, DL3, DL4, DL5, DL6, DL7

in the system. They have their own input parameters and their output serves the
subsystem that follows. The structure of IFS-CMR is shown in Figure 8.2. The way
we have built IFS-CMR has allowed us to continually improve it by discovering the
implementation flaws (contrary to many AI systems, which behave as black boxes
that do not provide any feedback how they reach their decision, and consequently
are difficult to improve).

The term sets for the parameters of each subsystem are shown in Tables 8.1–8.4.
The parameters are fuzzified using the membership functions shown in Figures
8.4–8.6. The number of terms for each parameter and the characteristics of each
membership function are determined through the experience gained by running
many simulations.
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TABLE 8.4: Parameters and term sets for the new FS-CFELS.

Parameters Term Sets

DC Low (Lo), Moderate (Mo), High (Hi)
TS Low (Lw), Middle (Md), High (Hg)
NNV Sparse(Sp), Medium Density (Me), Dense (De)
APCpNV Low (L), Moderate (M), High (H)
LSD Decision Level 1 (DL1), DL2, DL3, DL4, DL5, DL6, DL7
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FIGURE 8.4: Membership functions of FS-AQoS. (a) Link Latency, (b)
Radio Interference, (c) Effective Reliability, (d) Update Info. for Vehicle

Position, and (e) Quality of Service.

TABLE 8.5: FRB of FS-AQoS1.

No LL ER UIVP QoS No LL ER UIVP QoS No LL ER UIVP QoS

1 Lo Nef Fw Hg 10 Me Nef Fw Vl 19 Hi Nef Fw El
2 Lo Nef Mo Vh 11 Me Nef Mo Lw 20 Hi Nef Mo Vl
3 Lo Nef Ma Hg 12 Me Nef Ma Vl 21 Hi Nef Ma El
4 Lo Mef Fw Vh 13 Me Mef Fw Lw 22 Hi Mef Fw Vl
5 Lo Mef Mo Eh 14 Me Mef Mo Md 23 Hi Mef Mo Lw
6 Lo Mef Ma Vh 15 Me Mef Ma Lw 24 Hi Mef Ma Vl
7 Lo Ef Fw Eh 16 Me Ef Fw Md 25 Hi Ef Fw Lw
8 Lo Ef Mo Eh 17 Me Ef Mo Hg 26 Hi Ef Mo Md
9 Lo Ef Ma Eh 18 Me Ef Ma Md 27 Hi Ef Ma Lw

From our experience, using less than three linguistic terms for an input parameter
has the risk of inefficient control and making poor decisions, whereas using more
leads to redundancies and increased complexity. The same holds true for the overlap
of membership functions. Less overlap results in poor decisions, more overlap brings
redundancies. Regarding the shape, we use triangular and trapezoidal membership
functions as they are the most suitable ones for real-time operation.
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TABLE 8.6: FRB of FS-AQoS2.

No LL RI ER UIVP QoS No LL RI ER UIVP QoS No LL RI ER UIVP QoS

1 Lo Pe Nef Fw Hg 28 Me Pe Nef Fw Vl 55 Hi Pe Nef Fw El
2 Lo Pe Nef Mo Eh 29 Me Pe Nef Mo Lw 56 Hi Pe Nef Mo Vl
3 Lo Pe Nef Ma Hg 30 Me Pe Nef Ma Vl 57 Hi Pe Nef Ma El
4 Lo Pe Mef Fw Vh 31 Me Pe Mef Fw Lw 58 Hi Pe Mef Fw El
5 Lo Pe Mef Mo Eh 32 Me Pe Mef Mo Md 59 Hi Pe Mef Mo Lw
6 Lo Pe Mef Ma Vh 33 Me Pe Mef Ma Lw 60 Hi Pe Mef Ma El
7 Lo Pe Ef Fw Eh 34 Me Pe Ef Fw Md 61 Hi Pe Ef Fw Vl
8 Lo Pe Ef Mo Eh 35 Me Pe Ef Mo Hg 62 Hi Pe Ef Mo Md
9 Lo Pe Ef Ma Eh 36 Me Pe Ef Ma Md 63 Hi Pe Ef Ma Vl

10 Lo Ac Nef Fw Md 37 Me Ac Nef Fw El 64 Hi Ac Nef Fw El
11 Lo Ac Nef Mo Hg 38 Me Ac Nef Mo Lw 65 Hi Ac Nef Mo El
12 Lo Ac Nef Ma Md 39 Me Ac Nef Ma El 66 Hi Ac Nef Ma El
13 Lo Ac Mef Fw Hg 40 Me Ac Mef Fw Vl 67 Hi Ac Mef Fw El
14 Lo Ac Mef Mo Eh 41 Me Ac Mef Mo Md 68 Hi Ac Mef Mo Vl
15 Lo Ac Mef Ma Hg 42 Me Ac Mef Ma Vl 69 Hi Ac Mef Ma El
16 Lo Ac Ef Fw Vh 43 Me Ac Ef Fw Lw 70 Hi Ac Ef Fw El
17 Lo Ac Ef Mo Eh 44 Me Ac Ef Mo Hg 71 Hi Ac Ef Mo Lw
18 Lo Ac Ef Ma Vh 45 Me Ac Ef Ma Lw 72 Hi Ac Ef Ma El
19 Lo Ha Nef Fw Lw 46 Me Ha Nef Fw El 73 Hi Ha Nef Fw El
20 Lo Ha Nef Mo Md 47 Me Ha Nef Mo Vl 74 Hi Ha Nef Mo El
21 Lo Ha Nef Ma Lw 48 Me Ha Nef Ma El 75 Hi Ha Nef Ma El
22 Lo Ha Mef Fw Md 49 Me Ha Mef Fw Vl 76 Hi Ha Mef Fw El
23 Lo Ha Mef Mo Hg 50 Me Ha Mef Mo Lw 77 Hi Ha Mef Mo El
24 Lo Ha Mef Ma Md 51 Me Ha Mef Ma Vl 78 Hi Ha Mef Ma El
25 Lo Ha Ef Fw Hg 52 Me Ha Ef Fw Lw 79 Hi Ha Ef Fw El
26 Lo Ha Ef Mo Vh 53 Me Ha Ef Mo Md 80 Hi Ha Ef Mo El
27 Lo Ha Ef MaH Hg 54 Me Ha Ef Ma Lw 81 Hi Ha Ef Ma El
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FIGURE 8.5: Membership functions of FS-ANVPC. (a) Available Com-
puting Power, (b) Available Storage, (c) Predicted Contact Duration, (d)

Quality of Service, and (e) Neighbor i Processing Capability.

In Tables 8.5–8.11, we show the FRB of FS-AQoS, FS-ANVPC, and FS-CFELS,
respectively. Each subsystem has four input parameters with three linguistic terms,
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TABLE 8.7: FRB of FS-ANVPC1.

No ACP PCD AS NiPC No ACP PCD AS NiPC No ACP PCD AS NiPC

1 Sm Sh S ELPC 10 Me Sh S VLPC 19 La Sh S LPC
2 Sm Sh M ELPC 11 Me Sh M LPC 20 La Sh M HPC
3 Sm Sh B ELPC 12 Me Sh B LPC 21 La Sh B HPC
4 Sm Md S VLPC 13 Me Md S LPC 22 La Md S MPC
5 Sm Md M VLPC 14 Me Md M MPC 23 La Md M VHPC
6 Sm Md B LPC 15 Me Md B MPC 24 La Md B VHPC
7 Sm Lo S LPC 16 Me Lo S MPC 25 La Lo S VHPC
8 Sm Lo M LPC 17 Me Lo M HPC 26 La Lo M EHPC
9 Sm Lo B MPC 18 Me Lo B HPC 27 La Lo B EHPC

TABLE 8.8: FRB of FS-ANVPC2.

No ACP AS PCD QoS NiPC No ACP AS PCD QoS NiPC No ACP AS PCD QoS NiPC

1 Sm S Sh Lw ELPC 28 Me S Sh Lw ELPC 55 La S Sh Lw ELPC
2 Sm S Sh Mo ELPC 29 Me S Sh Mo ELPC 56 La S Sh Mo VLPC
3 Sm S Sh Hi ELPC 30 Me S Sh Hi VLPC 57 La S Sh Hi LPC
4 Sm S Md Lw ELPC 31 Me S Md Lw VLPC 58 La S Md Lw VLPC
5 Sm S Md Mo ELPC 32 Me S Md Mo VLPC 59 La S Md Mo LPC
6 Sm S Md Hi VLPC 33 Me S Md Hi LPC 60 La S Md Hi MPC
7 Sm S Lo Lw ELPC 34 Me S Lo Lw VLPC 61 La S Lo Lw LPC
8 Sm S Lo Mo ELPC 35 Me S Lo Mo LPC 62 La S Lo Mo MPC
9 Sm S Lo Hi LPC 36 Me S Lo Hi MPC 63 La S Lo Hi VHPC

10 Sm M Sh Lw ELPC 37 Me M Sh Lw ELPC 64 La M Sh Lw VLPC
11 Sm M Sh Mo ELPC 38 Me M Sh Mo ELPC 65 La M Sh Mo LPC
12 Sm M Sh Hi ELPC 39 Me M Sh Hi LPC 66 La M Sh Hi HPC
13 Sm M Md Lw ELPC 40 Me M Md Lw VLPC 67 La M Md Lw LPC
14 Sm M Md Mo ELPC 41 Me M Md Mo VLPC 68 La M Md Mo MPC
15 Sm M Md Hi VLPC 42 Me M Md Hi MPC 69 La M Md Hi VHPC
16 Sm M Lo Lw ELPC 43 Me M Lo Lw LPC 70 La M Lo Lw MPC
17 Sm M Lo Mo VLPC 44 Me M Lo Mo MPC 71 La M Lo Mo VHPC
18 Sm M Lo Hi LPC 45 Me M Lo Hi HPC 72 La M Lo Hi EHPC
19 Sm B Sh Lw ELPC 46 Me B Sh Lw ELPC 73 La B Sh Lw LPC
20 Sm B Sh Mo ELPC 47 Me B Sh Mo VLPC 74 La B Sh Mo MPC
21 Sm B Sh Hi ELPC 48 Me B Sh Hi LPC 75 La B Sh Hi HPC
22 Sm B Md Lw ELPC 49 Me B Md Lw VLPC 76 La B Md Lw MPC
23 Sm B Md Mo VLPC 50 Me B Md Mo LPC 77 La B Md Mo VHPC
24 Sm B Md Hi LPC 51 Me B Md Hi MPC 78 La B Md Hi VHPC
25 Sm B Lo Lw VLPC 52 Me B Lo Lw LPC 79 La B Lo Lw HPC
26 Sm B Lo Mo LPC 53 Me B Lo Mo HPC 80 La B Lo Mo EHPC
27 Sm B Lo Hi MPC 54 Me B Lo Hi HPC 81 La B Lo Hi EHPC

so each FRB consists of 81 rules. The control rules have the form: IF “conditions”
THEN “control action”. For instance, for FS-AQoS, for Rule 20: “IF LL is Lo, RI is Ha,
ER is Nef and UIVP is Mo, THEN QoS is Md”.
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FIGURE 8.6: Membership functions of FS-CFELS. (a) Data Complexity,
(b) Time Sensitivity, (c) Number of Neighboring Vehicles, (d) Avg. PC

per Neighbor Vehicle, and (e) Layer Selection Decision.

TABLE 8.9: FRB of FS-CFELS1.

Rule DS TS VRSNV LSD Rule DS TS VRSNV LSD Rule DS TS VRSNV LSD

1 S L Sl DL4 10 M L Sl DL5 19 B L Sl DL5
2 S L Sa DL2 11 M L Sa DL3 20 B L Sa DL4
3 S L Fa DL4 12 M L Fa DL5 21 B L Fa DL5
4 S Mi Sl DL3 13 M Mi Sl DL4 22 B Mi Sl DL5
5 S Mi Sa DL1 14 M Mi Sa DL2 23 B Mi Sa DL3
6 S Mi Fa DL3 15 M Mi Fa DL4 24 B Mi Fa DL5
7 S H Sl DL2 16 M H Sl DL3 25 B H Sl DL3
8 S H Sa DL1 17 M H Sa DL1 26 B H Sa DL1
9 S H Fa DL2 18 M H Fa DL3 27 B H Fa DL3

8.6 Description of Fog Layer Resources System

Vehicular cloud computing approaches are considered good solutions for handling
large scales of data. However, it is essential for time-sensitive applications that
a continuous low-latency service is always provided. In addition there are cases
when edge layer is not always available. Therefore, fog computing is seen as a good
solution because the services are migrated in close proximity of users. Fog computing
is a good alternative when vehicles generate massive data, which cause increased
data traffic that can not be handled by the vehicles. Fog computing leverages the
processing and storage capabilities of servers located in the vicinity of vehicles, RSUs
and BSs. Therefore, it reduces the transmission latency and provides a solution for
high throughput demands. The proposed FLSs are implemented in the SDNC and in
the vehicles equipped with SDN modules. If a vehicle does not have an SDN module,
it sends a request to the SDNC, which runs the proposed system and sends back the
performed evaluations.
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TABLE 8.10: FRB of FS-CFELS2.

Rule DS TS VRSNV NNV LSD Rule DS TS VRSNV NNV LSD Rule DS TS VRSNV NNV LSD

1 S L Sl Lo DL7 28 M L Sl Lo DL7 55 B L Sl Lo DL7
2 S L Sl Mo DL5 29 M L Sl Mo DL7 56 B L Sl Mo DL7
3 S L Sl Hi DL4 30 M L Sl Hi DL5 57 B L Sl Hi DL6
4 S L Sa Lo DL4 31 M L Sa Lo DL6 58 B L Sa Lo DL6
5 S L Sa Mo DL3 32 M L Sa Mo DL4 59 B L Sa Mo DL5
6 S L Sa Hi DL2 33 M L Sa Hi DL3 60 B L Sa Hi DL4
7 S L Fa Lo DL7 34 M L Fa Lo DL7 61 B L Fa Lo DL7
8 S L Fa Mo DL5 35 M L Fa Mo DL7 62 B L Fa Mo DL7
9 S L Fa Hi DL4 36 M L Fa Hi DL5 63 B L Fa Hi DL6

10 S Mi Sl Lo DL5 37 M Mi Sl Lo DL6 64 B Mi Sl Lo DL7
11 S Mi Sl Mo DL4 38 M Mi Sl Mo DL5 65 B Mi Sl Mo DL6
12 S Mi Sl Hi DL2 39 M Mi Sl Hi DL4 66 B Mi Sl Hi DL4
13 S Mi Sa Lo DL3 40 M Mi Sa Lo DL4 67 B Mi Sa Lo DL5
14 S Mi Sa Mo DL2 41 M Mi Sa Mo DL3 68 B Mi Sa Mo DL3
15 S Mi Sa Hi DL1 42 M Mi Sa Hi DL2 69 B Mi Sa Hi DL2
16 S Mi Fa Lo DL5 43 M Mi Fa Lo DL6 70 B Mi Fa Lo DL7
17 S Mi Fa Mo DL4 44 M Mi Fa Mo DL5 71 B Mi Fa Mo DL6
18 S Mi Fa Hi DL2 45 M Mi Fa Hi DL4 72 B Mi Fa Hi DL4
19 S H Sl Lo DL3 46 M H Sl Lo DL5 73 B H Sl Lo DL6
20 S H Sl Mo DL2 47 M H Sl Mo DL3 74 B H Sl Mo DL4
21 S H Sl Hi DL1 48 M H Sl Hi DL2 75 B H Sl Hi DL3
22 S H Sa Lo DL1 49 M H Sa Lo DL2 76 B H Sa Lo DL3
23 S H Sa Mo DL1 50 M H Sa Mo DL1 77 B H Sa Mo DL2
24 S H Sa Hi DL1 51 M H Sa Hi DL1 78 B H Sa Hi DL1
25 S H Fa Lo DL3 52 M H Fa Lo DL5 79 B H Fa Lo DL6
26 S H Fa Mo DL2 53 M H Fa Mo DL3 80 B H Fa Mo DL4
27 S H Fa Hi DL1 54 M H Fa Hi DL2 81 B H Fa Hi DL3

The structures of the proposed systems are shown in Figure 8.7. We focus only
on the fog layer resources, for which we implement two FLSs: FLS1 and FLS2. They
assess the capability of the fog layer, named Fog Layer Adequacy (FLA), to handle
a certain application request from the vehicle based on different input parameters.
Both FLSs determine whether the fog computing layer is appropriate and satisfies
certain needs in terms of data processing. The fog layer needs to assure the require-
ments of real-time applications and the safety applications, in particular, in case of
incapability of the edge layer. For the implementation of FLS1, we consider three
input parameters: Vehicle-to-Server Latency (VSL), Server History (SH) and Current
Server Load (CSL) to determine FLA. Whereas for FLS2, we include Migration Speed
(MS) for assessing the fog layer processing capability. We describe the considered
parameters in the following.

• VSL: Some applications impose strict latency requirements. For instance, pla-
tooning and remote driving require communication latency of less than 25ms
and 5ms, respectively [1]. The aim of fog computing is to move data collection
and processing closer to where the data is produced and used. Therefore the
communication latency is maintained low and a real-time communication is
possible to achieve.
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TABLE 8.11: FRB of FS-CFELS.

No DC TS NNV APCpNV LSD No DC TS NNV APCpNV LSD No DC TS NNV APCpNV LSD

1 Lo Lw Sp L DL6 28 Mo Lw Sp L DL7 55 Hi Lw Sp L DL7
2 Lo Lw Sp M DL4 29 Mo Lw Sp M DL6 56 Hi Lw Sp M DL7
3 Lo Lw Sp H DL3 30 Mo Lw Sp H DL4 57 Hi Lw Sp H DL6
4 Lo Lw Me L DL6 31 Mo Lw Me L DL7 58 Hi Lw Me L DL7
5 Lo Lw Me M DL3 32 Mo Lw Me M DL5 59 Hi Lw Me M DL6
6 Lo Lw Me H DL2 33 Mo Lw Me H DL3 60 Hi Lw Me H DL5
7 Lo Lw De L DL6 34 Mo Lw De L DL6 61 Hi Lw De L DL7
8 Lo Lw De M DL2 35 Mo Lw De M DL4 62 Hi Lw De M DL5
9 Lo Lw De H DL1 36 Mo Lw De H DL2 63 Hi Lw De H DL4

10 Lo Md Sp L DL5 37 Mo Md Sp L DL7 64 Hi Md Sp L DL7
11 Lo Md Sp M DL3 38 Mo Md Sp M DL5 65 Hi Md Sp M DL6
12 Lo Md Sp H DL2 39 Mo Md Sp H DL4 66 Hi Md Sp H DL5
13 Lo Md Me L DL4 40 Mo Md Me L DL6 67 Hi Md Me L DL7
14 Lo Md Me M DL2 41 Mo Md Me M DL4 68 Hi Md Me M DL5
15 Lo Md Me H DL1 42 Mo Md Me H DL3 69 Hi Md Me H DL4
16 Lo Md De L DL3 43 Mo Md De L DL5 70 Hi Md De L DL7
17 Lo Md De M DL1 44 Mo Md De M DL3 71 Hi Md De M DL4
18 Lo Md De H DL1 45 Mo Md De H DL2 72 Hi Md De H DL3
19 Lo Hg Sp L DL4 46 Mo Hg Sp L DL5 73 Hi Hg Sp L DL5
20 Lo Hg Sp M DL3 47 Mo Hg Sp M DL4 74 Hi Hg Sp M DL5
21 Lo Hg Sp H DL2 48 Mo Hg Sp H DL3 75 Hi Hg Sp H DL4
22 Lo Hg Me L DL3 49 Mo Hg Me L DL4 76 Hi Hg Me L DL5
23 Lo Hg Me M DL2 50 Mo Hg Me M DL3 77 Hi Hg Me M DL4
24 Lo Hg Me H DL1 51 Mo Hg Me H DL2 78 Hi Hg Me H DL3
25 Lo Hg De L DL2 52 Mo Hg De L DL3 79 Hi Hg De L DL4
26 Lo Hg De M DL1 53 Mo Hg De M DL2 80 Hi Hg De M DL3
27 Lo Hg De H DL1 54 Mo Hg De H DL1 81 Hi Hg De H DL2

• MS: Due to VANETs dynamic characteristics and limited coverage provided by
a single RSU or BS, it is inevitable that vehicles will move out of the co-located
fog server service area. Therefore, the active session must be transferred to
another fog server without delay while guaranteeing the quality of service.
Migration speed refers to the time needed to transfer the ongoing services to
the new server.

• SH: This parameter gives information about previous tasks accomplished by
that server. SH is defined as the ratio of the successfully accomplished tasks to
the overall number of tasks performed by the server.

• CSL: Fog servers offer higher storage and computing capabilities compared to
vehicles; however, they have their own limits. The server load indicates the
number of processes waiting in queue to access the server. If the server is over-
loaded, it might affect its performance, and even make the server unresponsive.

• FLA: The output parameter values consist of values between 0 and 1, with the
value 0.5 serving as a boundary to determine whether the fog layer is capable
of handling the workload requested by the vehicle.
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FIGURE 8.7: Proposed system structures of FLA.
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FIGURE 8.8: Membership functions of FLA. (a) Vehicle-to-Server La-
tency, (b) Migration Speed, (c) Server History, (d) Current Server Load,

and (e) Fog Layer Adequacy.

TABLE 8.12: FLA System parameters and their term sets.

Models Parameters Term Sets

FLS2 FLS1
VSL Low (Lw), Moderate (Md), High (Hg)
SH Bad (Bd), Good (Gd), Very Good (Vg)
CSL Low (Lo), Moderate (Mo), High (Hi)
MS Slow (Sl), Medium (Me), Fast (Fa)

FLS1 & FLS2 FLA Extremely Low (El), Very Low (Vl), Low (Lw), Moderate (Md),
High (Hg), Very High (Vh), Extremely High (Eh)

The input parameters are fuzzified using the membership functions shown in
Fig. 8.8(a) to Fig. 8.8(d). In Fig. 8.8(e) are shown the membership functions used
for the output parameter. We use triangular and trapezoidal membership functions
because they are suitable for real-time operation. The term sets for each linguistic
parameter are shown in Table 8.12. We decided the number of term sets by carrying
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TABLE 8.13: FRB of FLS1.

No VSL SH CSL FLA No VSL SH CSL FLA No VSL SH CSL FLA

1 Lw Bd Lo Hg 10 Md Bd Lo Md 19 Hg Bd Lo Lw
2 Lw Bd Mo Md 11 Md Bd Mo Lw 20 Hg Bd Mo El
3 Lw Bd Hi Vl 12 Md Bd Hi El 21 Hg Bd Hi El
4 Lw Gd Lo Vh 13 Md Gd Lo Hg 22 Hg Gd Lo Md
5 Lw Gd Mo Hg 14 Md Gd Mo Md 23 Hg Gd Mo Vl
6 Lw Gd Hi Lw 15 Md Gd Hi Vl 24 Hg Gd Hi El
7 Lw Vg Lo Eh 16 Md Vg Lo Vh 25 Hg Vg Lo Hg
8 Lw Vg Mo Vh 17 Md Vg Mo Hg 26 Hg Vg Mo Lw
9 Lw Vg Hi Md 18 Md Vg Hi Lw 27 Hg Vg Hi Vl

TABLE 8.14: FRB of FLS2.

No. VSL MS SH CSL FLA No. VSL MS SH CSL FLA No. VSL MS SH CSL FLA

1 Lw Sl Bd Lo Hg 28 Md Sl Bd Lo Lw 55 Hg Sl Bd Lo El
2 Lw Sl Bd Mo Md 29 Md Sl Bd Mo Vl 56 Hg Sl Bd Mo El
3 Lw Sl Bd Hi Vl 30 Md Sl Bd Hi El 57 Hg Sl Bd Hi El
4 Lw Sl Gd Lo Vh 31 Md Sl Gd Lo Md 58 Hg Sl Gd Lo Vl
5 Lw Sl Gd Mo Hg 32 Md Sl Gd Mo Lw 59 Hg Sl Gd Mo El
6 Lw Sl Gd Hi Lw 33 Md Sl Gd Hi Vl 60 Hg Sl Gd Hi El
7 Lw Sl Vg Lo Eh 34 Md Sl Vg Lo Hg 61 Hg Sl Vg Lo Lw
8 Lw Sl Vg Mo Vh 35 Md Sl Vg Mo Md 62 Hg Sl Vg Mo Vl
9 Lw Sl Vg Hi Md 36 Md Sl Vg Hi Lw 63 Hg Sl Vg Hi El
10 Lw Me Bd Lo Vh 37 Md Me Bd Lo Md 64 Hg Me Bd Lo Vl
11 Lw Me Bd Mo Hg 38 Md Me Bd Mo Lw 65 Hg Me Bd Mo El
12 Lw Me Bd Hi Lw 39 Md Me Bd Hi Vl 66 Hg Me Bd Hi El
13 Lw Me Gd Lo Eh 40 Md Me Gd Lo Hg 67 Hg Me Gd Lo Lw
14 Lw Me Gd Mo Vh 41 Md Me Gd Mo Md 68 Hg Me Gd Mo El
15 Lw Me Gd Hi Md 42 Md Me Gd Hi Lw 69 Hg Me Gd Hi El
16 Lw Me Vg Lo Eh 43 Md Me Vg Lo Vh 70 Hg Me Vg Lo Md
17 Lw Me Vg Mo Eh 44 Md Me Vg Mo Hg 71 Hg Me Vg Mo Vl
18 Lw Me Vg Hi Hg 45 Md Me Vg Hi Md 72 Hg Me Vg Hi El
19 Lw Fa Bd Lo Vh 46 Md Fa Bd Lo Md 73 Hg Fa Bd Lo Vl
20 Lw Fa Bd Mo Hg 47 Md Fa Bd Mo Md 74 Hg Fa Bd Mo El
21 Lw Fa Bd Hi Md 48 Md Fa Bd Hi Lw 75 Hg Fa Bd Hi El
22 Lw Fa Gd Lo Eh 49 Md Fa Gd Lo Hg 76 Hg Fa Gd Lo Lw
23 Lw Fa Gd Mo Vh 50 Md Fa Gd Mo Hg 77 Hg Fa Gd Mo Vl
24 Lw Fa Gd Hi Hg 51 Md Fa Gd Hi Md 78 Hg Fa Gd Hi El
25 Lw Fa Vg Lo Eh 52 Md Fa Vg Lo Vh 79 Hg Fa Vg Lo Md
26 Lw Fa Vg Mo Eh 53 Md Fa Vg Mo Vh 80 Hg Fa Vg Mo Lw
27 Lw Fa Vg Hi Vh 54 Md Fa Vg Hi Hg 81 Hg Fa Vg Hi El

out many simulations. In Table 8.13 and Table 8.14, we show the FRBs of the proposed
systems. FRB1 consists of 27 rules, whereas FRB2 of 81 rules. The control rules have
the form: IF "conditions" THEN "control action". For instance, for FRB1, Rule 1: "IF
VSL is Lw, SH is Bd and CSL is Lo, THEN FLA is Hg" or for FRB2, Rule 22: "IF VSL
is Lw, MS is Fa, SH is Gd and CSL is Lo, THEN FLA is Eh".
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8.7 IFS-CMR Testbed Design

In order to evaluate the simulation results of the aforementioned integrated system in
Section 8.5, we implemented a testbed and carried out some experiments. IFS-CMR is
comprised of two integrated subsystems (FS-ANVPC and FS-CFELS), each controlled
by its respective FLC. Both subsystems have a key role in the system. The structure
of IFS-CMR is shown in Figure 8.2. However for testbed experiment we considered
only FS-ANVPC and FS-CFELS.

We designed and implemented a small-scale testbed using Raspberry Pis (RPi).
We use five RPis that represent the vehicles moving for about 25 minutes in some
urban area that expands to a number of apartment blocks. Of these five vehicles,
one is the vehicle in need of resources whereas the other four are the vehicles that
could turn into potential neighbors if they possess enough processing capability
and the system decides to deploy the application in the edge layer. The size of area
considered is 200m x 200m and the communication range of each vehicle is set to
50m. The movement of vehicles are generated using the sumo simulator and the
layout is given in Figure 8.9.

FIGURE 8.9: A screenshot of vehicles moving around the area.

The mobility trace is used to obtain the locations of all the vehicles at each
time step of the experiment since the deployment of a large-scale testbed in a real
environment (e.g., the RPi moving around in the neighborhood) was impossible due
to various factors (i.e., increased costs, lack of human resources and time constraints).
The setup of the testbed is summarized in Table 8.15.

The vehicle and its neighbors in the testbed communicate with one another as
given in Figure 8.10. The vehicle broadcasts every second a help beacon containing
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TABLE 8.15: Testbed setup.

Vehicles 5 RPi Model 3B+
Mobility trace generator sumo
Area size 200m x 200m
Communication range 50m
TS [0.1, 0.5, 0.9]
DC [0.1, 0.5, 0.9]
Experimental time 1500 s

Neighbor i Vehicle in need Neighbor j

Broadcasts 

‘Help 

beacon’
Broadcasts 

beacon
Broadcasts 
beacon

Receives Beacon

Extracts information 

inside beacon

Calculates: RSV, PCD,

ACP, AS

FS-ANVPC determines 

NiPC

Sends message response 

containing: NiPC

Neighbor i id

Receives messages’ 

responses

Calculates: NNV, 

APCpNV

FS-CFELS determines 

the processing layer

Help

beacon

Message

response

Message

responsespspspspon

Sends back 

message response

Receives Beacon

Extracts information 

inside beacon

Calculates: RSV, PCD,

ACP, AS

FS-ANVPC determines 

NiPC

Sends message response 

containing: NjPC,

Neighbor j id

Sends back 

message response

FIGURE 8.10: A scheme of the communication between the vehicle and
its neighbors.

information about the vehicle id, speed, direction, timestep, and current and previous
location. The vehicles within the communication range, also known as neighbors,
receive the beacon and extract the information it contains so they can calculate the
relative speed and the predicted contact duration. A RPi is considered a neighbor
vehicle only if the distance, which is calculated using the coordinates obtained from
the mobility trace, is shorter than their communication range. After calculating the
predicted contact duration, each neighbor calculates its current available cpu and
storage, which are the data they need to determine their processing capability. The
processing capability is determined by running FS-ANVPC and the result is sent
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FIGURE 8.11: Snapshots from the command line of the vehicle.

back to the vehicle alongside its id in the form of a response message.
Based on the number of responses that the vehicle received at that timestep, it cal-

culates the number of neighboring vehicles and the average processing capability per
neighbor. It then runs FS-CFELS using these inputs and the application requirements
(time sensitivity and complexity) and determines the recommended processing layer
for that application. The application requirements are given as arguments to the pro-
gram in order to investigate how IFS-CMR takes decisions for different applications
under the same scenario1. One snapshots from the command line of the vehicle is
shown in Figure 8.11.

1However not all parameters remain unchanged. While the number position of vehicles is un-
changed, the same does not hold true for APC and AS. For the latter two parameters we obtain the
available cpu and storage of the RPi at the moment the beacon arrives and this differs even from
beacon to beacon, let alone when running the scenario again.
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Chapter 9

Evaluation Results

This chapter presents the evaluation results of IFS-CMR, and it is organized into three
sections, with each section presenting the results for the three subsystems of which
IFS-CMR is composed. Section 9.1 presents and compares the results of the proposed
FS-AQoS models, Section 9.2 presents and compares the simulation results of the
FS-ANVPC models, whereas Section 9.3 shows the evaluation results of FS-CFELS
and discusses the results of IFS-CMR as a whole. The results for each subsystem are
separately organized to better present and understand the way IFS-CMR controls
its final output, which is the selection of the resources to be used by vehicles that
can best satisfy the considered requirements. Nevertheless, there is no distinctly
separate discussion of results since the explanation is rather focused toward the
overall purpose of system. The computer simulations for all of the proposed systems
were conducted using FuzzyC1. Table 9.1 summarizes the simulation environment
used for the simulations.

TABLE 9.1: Testing environment.

Simulator FuzzyC
Hardware ASRock Z77 Extreme6
OS Ubuntu 20.04.4 LTS
CPU Intel® Core™ i5-6500 CPU @ 3.20GHz × 4
Memory 16 GB

9.1 Results of FS-AQoS

In this section we discuss the simulation results for FSAQoS1 and FSAQoS2.
1More details for FuzzyC are given in Section 7.7
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FIGURE 9.1: Simulation results for FS-AQoS1.

9.1.1 Results of FS-AQoS1

The results for FSAQoS1 are shown for three scenarios: for low, medium and high
link latency and are given in Figure 9.1. We show the relation between QoS and UIVP
for different ER values while keeping LL values constant. The ER values 0.1, 0.5, 0.9
show a not effective, medium effective, effective link reliability, respectively.

In Figure 9.1(a), the link between two neighboring vehicles offers low communi-
cation latency. We see that most of V2V communication links provide very high QoS,
especially for Ef and Mef reliability. QoS is still decided as acceptable even for links
with ER=0.1. This is due to the fast responsiveness of communication links which
is provided by the low latency. When the link latency increases, as shown in Figure
9.1(b), Nef communication links show a low QoS performance. We can see that only
V2V links that have at least ER=0.5 and moderate UIVP can be considered as reliable.
In Figure 9.1(c), we see that QoS values deteriorate when the link latency is high. A
high latency means that more time is needed for the information to be transmitted be-
tween two vehicles. Only the links that offer high reliability and have not redundant
beacon messages are considered as capable of offering high performance.
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FIGURE 9.2: Simulation results for FS-AQoS2 for low link latency.

9.1.2 Results of FS-AQoS2

The simulation results for FS-AQoS2 are presented in Figures 9.2–9.4. We see the effect
of RI on the decision for selecting the appropriate V2V links in order to accomplish
a successful communication. The results are shown for low, medium and high link
latency. Each of them shows the results for different cases of RI. The RI values 0.1, 0.5
and 0.9 show permissible, acceptable and harmful interference, respectively.

Figure 9.2(a) shows the scenario in which a low communication latency is sup-
ported for data transmission and the interference caused by transmissions of other
vehicles is permissible. Due to this, we see that all of V2V communication links
provide high QoS, despite the reliability values. Even though the reliability of the
successfully transmitted packets is very low, given the low latency of the network,
the vehicles can retransmit the data packets again during their contact duration, until
a successful delivery is achieved. However, harmful interference will degrade the
performance of links, as seen in Figure 9.2(b). In the case of high RI and not effective
ER (see Figure 9.2(c)), the communication will lead to loss of information, which is
indicated by the low value of QoS.

With the increase of LL, the link performance will deteriorate even more since
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FIGURE 9.3: Simulation results for FS-AQoS2.

it takes more time for the data to be transmitted between two vehicles, as seen in
Figure 6. If there is no or little interference (see Figure 9.3(a)), the QoS is always
decided as acceptable for ER=0.9. The QoS is decided as acceptable also for ER=0.5,
but for this case, the UIVP must be moderate. With the increase of interference, the
QoS of the communication links is deteriorated. When the interference is within the
permissible level (see Figure 9.3(b)), acceptable QoS values are achieved even for
ER = 0.5, but this is not possible for worse interferences. For harmful interferences
(see Figure 9.3(c)), the only communication scenario considered successful is when
ER=0.9 and UIVP = 0.5. This is due to the fact that higher latencies and interferences
lead to data exchanges that require more time for transmission and failure to reach
the destination.

The results for high LL are shown in Figure 9.4. In such a condition, the realization
of a successful communication becomes hard as a long period of time is needed to
transmit messages in a dynamic environment. This can be seen even for a permissible
interference. As shown in Figure 9.4(a), only the links with high ER and few UIVP
are considered as capable of offering a good performance. With the increase of inter-
ference (see Figure 9.4(c)), even a reliable link cannot achieve a good communication.



Chapter 9. Evaluation Results 94

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

Q
o

S

UIVP

LL = 0.9, RI = 0.1

ER=0.9
ER=0.5
ER=0.1

(a) LL = 0.9, RI = 0.1

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

Q
o

S

UIVP

LL = 0.9, RI = 0.5

ER=0.9
ER=0.5
ER=0.1

(b) LL = 0.9, RI = 0.5

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

Q
o

S

UIVP

LL = 0.9, RI = 0.9

ER=0.9
ER=0.5
ER=0.1

(c) LL = 0.9, RI = 0.9

FIGURE 9.4: Simulation results for FS-AQoS2.

Having a considerable interference over a long link latency will cause attenuation
of the wireless signals, and given the long duration of transmission, it increases the
chance of a loss of communication. Moreover, when a harmful RI is present (see
Figure 9.4(c)), none of links is capable to hold a successful communication.

9.1.3 Comparison of FS-AQoS1 and FS-AQoS2

Throughout the scenarios, we see that both systems, FSAQoS1 and FSAQoS2, reach
peak values when the UIVP values are moderate. The performance of the link
communication does not increase when too many UIVP packets are transmitted
because more packets occupy more bandwidth in the network.

Comparing both models, FSAQoS2 gives more realistic results because it takes
into consideration factors that affect the network performance such as path attenu-
ation, obstacles, transmission distance and so on. On the contrary, FSAQoS1 gives
higher QoS values because it does not consider RI effect, and therefore it might not
accurately estimate the performance of the link. For example, FSAQoS1 for LL = 0.9
(Figure 9.1(c)) shows similar results with FSAQoS2 when LL = 0.9 and RI = 0.1 (Figure
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9.4(a)). Nevertheless, the results change significantly for FSAQoS2 for RI = 0.5 and RI
= 0.9. This is because FSAQoS1 assumes an ideal environment where communica-
tions among vehicles will always happen without interference, which is not realistic,
especially for such a dynamic network like VANETs where vehicles broadcast mes-
sages concurrently all the time. V2V links carry mostly safety-critical messages, thus
providing low latency, minimal interference and no packet losses becomes essential
in order to guarantee a high performance of the critical applications.

9.2 Results of FS-ANVPC

The results for FS-ANVPC1 and FS-ANVPC2 are shown in Figure 9.5 and Figures
9.6–9.6, respectively. While we have conducted many simulations for both models of
FS-ANVPC, the scenarios we present in this thesis are the ones that show the relation
between NiPC and AS for different PCD values. The effect of ACP for FS-ANVPC1
and ACP and QoS for FS-ANVPC2 on NiPC can be seen when a pair of subfigures
are selected for comparison, provided that one of the parameters has the same value.

9.2.1 Results of FS-ANVPC1

For FS-ANVPC1 we consider three scenarios, each with different ACP values: small,
medium and large amount of ACP. The results are presented in Figure 9.5. In Figure
9.5(a), we consider a small amount of available computing power offered by the
neighboring vehicle to help others in need for additional resources. We can see that
when a long period of communication is anticipated between vehicles, a big amount
of storage is needed in order to perform the required tasks. It is worth taking these
vehicles in consideration, as an increase in ACP might happen, given the long period
of communication. It is possible that after some time, this neighbor will complete
processing its own tasks and offer more computing resources to the other vehicles in
need, thus making this neighbor a prospective helper. This effect is shown in Figure
9.5(b) in which a neighbor with long PCD is capable to help, despite its available
storage resources. Also, vehicles with PCD = 0.5 and a moderate amount of AS are
considered as helpful. On the other hand, if a neighbor is willing to lend a large
amount of computing power (see Figure 9.5(c)), even vehicles with a short PCD are
considered as helpful when a minimal amount of AS is offered.

9.2.2 Results of FS-ANVPC2

For FS-ANVPC2 we consider nine scenarios, which result from the combination of
different ACP and QoS values. The results are presented in Figures 9.6–9.8. We see
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FIGURE 9.5: Simulation results for FS-ANVPC1.

the effect of QoS on the decision for selecting the appropriate neighboring vehicles to
accomplish the needed applications.

We see in Figure 9.6(a) and Figure 9.6(b) that due to the low processing power and
poor QoS provided, none of the vehicles is considered as helpful, even when a long
predicted contact duration between vehicles is anticipated. However, for high QoS
(see Figure 9.6(c)) we see that vehicles with long predicted contact duration and the
highest value of AS have the potential to be helpful, even though they offer a small
value of processing power. A high QoS value of the communication link between
the vehicle and the neighboring vehicle indicates that the application requirements
will be met, thus it significantly increases the chance for the neighbor to successfully
accomplish the required tasks.

Figures 9.7(a)–9.7(c) show vehicles that are willing to lend a moderate amount
of processing resources. As we can see, many vehicles can be considered helpful
compared to the scenarios with small ACP. In case of a moderate QoS (see Figure
9.7(b)) we see that the vehicles with long predicted contact duration and moderate
AS are capable to help the vehicle in need. Whereas, for a high QoS, the vehicles that
are able to hold the communication session for a long time are considered as helpful,
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FIGURE 9.6: Simulation results for FS-ANVPC2.

given that these vehicles possess a storage with a minimum value of 17.5%. This
happens because the vehicle in need can distribute the data processing to multiple
neighbors, which will process the data, accomplish the tasks and send the output to
the vehicle. For this to happen, a high QoS is needed to establish reliable connections
so that the parallel processing data can accomplish the task successfully.

When vehicles offer large processing power but a low QoS is provided (see
Figure 9.8(a)), we can see that the neighbor vehicles that stay inside the vehicle’s
communication range for a long period of time and offer a moderate value of AS
can be considered as helpful. Although the communication link between vehicles
provides a low QoS value, it is worth considering these vehicles as potential helpers
as they are anticipated to stay inside the communication range of each-other for a
long duration. The dynamic nature in VANET can cause temporary interference
which degrade the quality of link, but it is likely that after some time this obstacle
will be diminished and given the long PCD and moderate amount of storage offered,
these neighbors can store the processed data in their storage and transmit them
when an improved QoS is provided. With the increase of QoS (see Figure 9.8(b))
we see that even though the processing capability of the vehicles has improved
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FIGURE 9.7: Simulation results for FS-ANVPC2.

significantly, a neighbor is considered as helpful, regardless the offered AS, only
when the communication session is expected to last for a while. Whereas, when a
high QoS is provided, we see from Figure 9.8(c) that even the vehicles with a short
PCD can be considered as helpful. Given the high QoS and the large ACP, the data
will be transmitted to the neighbor at a high rate and it will be processed faster, thus
this neighbor is able to accomplish the required tasks successfully and transmit the
output in real-time, within a short period of time. A minimum amount of storage
is needed to perform the tasks, as the neighbor losses and jitter will always happen
among vehicles, which is not realistic. V2V links carry mostly safety-critical messages,
thus providing low latency, high bandwidth and no packet losses becomes essential
in order to guarantee a high performance of the critical applications.an transmit the
output stepwise, after each single sub-task has finished processing.

9.2.3 Comparison of FS-ANVPC1 and FS-ANVPC2

Comparing the models, FS-ANVPC2 gives more realistic results because it takes into
consideration factors that affect the network performance such as path attenuation



Chapter 9. Evaluation Results 99

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

N
iP

C

QoS

ACP = 0.9 , AS = 0.1

PCD = 0.9
PCD = 0.5
PCD = 0.1

(a) ACP = 0.9, AS = 0.1

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

N
iP

C

QoS

ACP = 0.9 , AS = 0.5

PCD = 0.9
PCD = 0.5
PCD = 0.1

(b) ACP = 0.9, AS = 0.5

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

N
iP

C

QoS

ACP = 0.9 , AS = 0.9

PCD = 0.9
PCD = 0.5
PCD = 0.1

(c) ACP = 0.9, AS = 0.9

FIGURE 9.8: Simulation results for FS-ANVPC2.

and application requirements. On the contrary, FS-ANVPC1 gives higher NiPC
values because it does not consider QoS requirements, and therefore it might not
accurately estimate the processing capability. For example, for FS-ANVPC2 when
ACP=0.5 and QoS=0.1 (see Figure 9.7(a)), we see that a neighbor with a long PCD
is not consider helpful, while for FS-ANVPC1 we see that the same neighbors are
helpful. This is because FS-ANVPC1 assumes an ideal environment where a commu-
nication with no packet losses and jitter will always happen among vehicles, which
is not realistic. V2V links carry mostly safety-critical messages, thus providing low
latency, high bandwidth and no packet losses becomes essential in order to guarantee
a high performance of the critical applications.

9.3 Results of FS-CFELS

9.3.1 Results of FS-CFELS1

The simulation results for FSRM1 are presented in Figure 9.9. We show the relation
between LSD and DS for different TS values. The TS values considered for the
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FIGURE 9.9: Simulation results for FSRM1.

simulations are 0.05, 0.5 and 0.95. The values 0.05 and 0.95 simulate the delay tolerant
and highly time-sensitive applications, respectively. The TS=0.5 is included for the
applications which are neither delay tolerant nor time-sensitive. The standard set
of truth values for all fuzzy variables is [0, 1], however we have shifted these truth
values for the VRSNV parameter to [-0.5, 0.5]. This change is made to show that the
VRSNV is a symmetrical parameter, as the relative speed is calculated as a difference
between the vehicle and the neighbors moving in the same direction. Therefore, two
opposite values, e.g., -0.2 and 0.2 represent the vehicle moving slower and faster
at the same rate, respectively. The simulation results for FSRM1 are presented in
Figure 9.9. We show the relation between LSD and DS for different TS values.

The TS values considered for the simulations are 0.05, 0.5 and 0.95. The values
0.05 and 0.95 simulate the delay tolerant and highly time-sensitive applications,
respectively. The TS=0.5 is included for the applications which are neither delay
tolerant nor time-sensitive. The standard set of truth values for all fuzzy variables is
[0, 1], however we have shifted these truth values for the VRSNV parameter to [-0.5,
0.5]. This change is made to show that the VRSNV is a symmetrical parameter, as
the relative speed is calculated as a difference between the vehicle and the neighbors
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moving in the same direction. Therefore, two opposite values, e.g., -0.2 and 0.2
represent the vehicle moving slower and faster at the same rate, respectively. In the
results presented in this section we use fixed values for this parameter in order to
better explain its relation with LSD and to compare the results for opposite values.
The considered values are -0.4, -0.2, 0 , 0.2 and 0.4. better explain its relation with
LSD and to compare the results for opposite values. The considered values are -0.4,
-0.2, 0 , 0.2 and 0.4.

In Figure 9.9(a) are shown the simulation results for VRSNV=-0.4. The vehicle
is moving much slower than the other neighboring vehicles; therefore, it is hard to
establish and maintain a connection between the vehicle and its neighbors, and from
applications which need real-time computing, only the ones with the smallest data
can be processed at the edge. If the amount of data is bigger, these time-sensitive
applications can be processed/run at the fog servers which offer low latency anyway.
If the applications are delay tolerant, we can see that these applications will be sent
at the cloud servers.

From Figure 9.9(b) we can see that same results are achieved for VRSNV=0.4. The
relative speed between the vehicle and its neighbors is translated into a distance
between them. This distance grows equally for the vehicle moving slower or faster at
a same rate, thus the contact duration is same for both considered scenarios.

In Figure 9.9(c) we consider the vehicle moving slightly slower than its neighbors.
The decrease of the relative speed between the vehicle and its neighboring vehicles in-
creases the contact duration between them, consequently more highly time-sensitive
data can be processed at the edge.

The scenario where the vehicle moves at the same speed as its neighbors is
considered in Figure 9.9(d). We can see that all highly time-sensitive applications
will run at the edge, even when the size of data is big. The vehicle will have the
same adjacent vehicles for a while as they move with the same speed. Being in the
communication range of each other for a time, creates the possibility of initiating
virtual machines to these adjacent vehicles which can be used to run also a number
of delay tolerant applications. Processing these data at the edge instead of cloud
servers can offload a big amount of traffic flow from the core networks.

9.3.2 Results of FS-CFELS2

The simulation results for FSRM2 are shown in Figure 9.10, Figure 9.11, Figure 9.12
and Figure 9.13. We see the effect of NNV on the decision of LSD.

In Figure 9.10 we consider the VRSNV value -0.4 and change the NNV from 0.1 to
0.9. The results for NNV=0.1 are shown in Figure 9.10(a). Having only a few vehicles
within the communication range and moving much slower than them, makes it
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FIGURE 9.10: Simulation results for FSRM2. VRSNV = -0.4.
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FIGURE 9.11: Simulation results for FSRM2. NNV = 0.9.

almost impossible for the vehicle to process applications through its neighbors. For
this reason, only the smallest time-sensitive applications are processed at the edge. If
the number of the neighbors is increased (see Figure 9.10(b)) the size of time-sensitive
data that can be processed in the edge layer is also increased. This is due to the fact
that the vehicle can distribute the data processing between many neighbors.

In Figure 9.11 we consider NNV=0.9 and show the results for both VRSNV=-0.4
and VRSNV=0.4. The results are exactly the same and we included the reason while
demonstrating the results of FSRM1. When comparing with FSRM1, we can see that
contrary to the FSRM1, FSRM2 decides that not only the smallest time-sensitive data
will be processed at the edge but also other time-sensitive data no matter what their
size is.

Figure 9.12 shows the results for VRSNV=0, with Figure 9.12(a) and Figure 9.12(b)
showing the results for low and high number of neighboring vehicles, respectively.
Moving at the same speed as its neighbors makes it possible for the vehicle to
process various applications at the edge. Furthermore, if many vehicles are within
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FIGURE 9.12: Simulation results for FSRM2. VRSNV = 0.
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FIGURE 9.13: Simulation results for FSRM2. VRSNV = 0.2.

the communication range of the vehicle which needs additional resources (Figure
9.12(b)), we can see the possibility to process even big delay tolerant applications at
the edge is increased. This results in removing the burden of having an excessive
traffic flow on the core networks.

In Figure 9.13 we consider VSRNV=0.2 in which we simulate the scenario where
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FIGURE 9.14: Simulation results for FS-CFELS.

the vehicle is moving faster than the other vehicles in its vicinity. We change the
value of NNV from 0.1 to 0.9. In Figure 9.13(a), we show the results for NNV = 0.1.
We can see that only a few real-time data can be processed at the edge, based on their
size. The vehicle will move out of the communication range of its neighbors in a
short time and data distribution is not possible when only a few other vehicle are
present. When the number of neighboring vehicles is increased, not only the amount
of time-sensitive application data which can be processed at the edge is increased,
but also the amount of non real-time data.

9.3.3 Results of FS-CFELS3

The simulation results of FS-CFELS are given in Figures 9.14 – 9.16. The parameters
considered constant for presenting the results are DC and TS as these parameters
represent the application requirements, and as such, they differ only from application
to application. Therefore, each subfigure represents practically a different set of
applications that have similar requirements. Using this configuration we can see how
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FIGURE 9.15: Simulation results for FS-CFELS.

LSD relates with the changing characteristics of the edge layer, which are represented
by NNV and APCpNV.

The simulation results considering a set of non-complex applications that are
delay tolerant are presented in Figure 9.14(a). The results show that when the vehicle
is surrounded by many potentially helpful neighbors, the system selects the edge
layer as the most appropriate layer for the vehicle to run its applications. Although
these applications do not require real-time processing, running them in the edge
layer has two benefits: it exploits the high capacity of neighbors which at this point
is being unused and it avoids unnecessary traffic being sent in the core network. On
the other hand, in Figure 9.14(b) and Figure 9.14(c), we can see that the edge layer is
hardly selected when the data complexity increases. Most of the data are sent in the
fog or cloud layer, with the latter being used significantly more as the complexity
increases. Using the cloud layer instead of fog for complex data frees the fog servers
from unnecessary overload, considering the fact that these applications do not need
to run in real-time.

However, as we can see from the results shown in Figure 9.15, the system decides
that the time-sensitive applications will be processed only in the edge and fog layer
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FIGURE 9.16: Simulation results for FS-CFELS.

and never in the cloud. This decision fulfills such a strong requirement like latency.
When the applications are not too complex, the vehicle is suggested to use mostly the
resources of the neighboring vehicles, provided that there is a considerable number of
them in its vicinity. When the number of neighboring vehicles is not very high or they
are not prospective helpers, the system suggests the fog layer as the appropriate layer,
especially for complex data. Fog servers have more powerful computing capabilities,
and since they offer low latency as well, they can handle these data better while still
ensuring real-time processing.

9.4 Results of FLA

In this section we discuss the simulation results for FLS1 and FLS2. The simulations
were conducted using FuzzyC and the results are shown for three scenarios for each
model.
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FIGURE 9.17: Simulation results for FLS1.

9.4.1 Results of FLS1

Fig. 9.17 shows the result of FLS1 for low, moderate and high vehicle-to-sever latency
communication. Fig. 9.17(a) shows the scenario when a vehicle-to-server communi-
cation is supported with a low latency. We see that due to the low latency value, the
fog layer is considered suitable for processing applications, but only until the server
load becomes high. Once the server load is overloaded, there will not be sufficient
space to run other processes and applications. Even for good SH, an overloaded
server will experience performance problems and decline other access requests. The
increase of VSL indicates that the fog server is located farther and therefore more
time is needed for the communication. The results for moderate and high VSL are
shown in Fig. 9.17(b) and Fig. 9.17(c), respectively. We can see that for high VSL, the
servers can be considered as suitable for helping the vehicle in need only when the
server has a good SH and CSL is low.
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FIGURE 9.18: Simulation results for FLS2: VSL = 0.1.

9.4.2 Results of FLS2

Fig. 9.18, Fig. 9.19 and Fig. 9.20 show the results of FLS2 for low, moderate and high
vehicle-to-sever communication latency, respectively. We show the relation between
FLA and CSL for different SH values while keeping VSL and MS values constant.
Fig. 9.18(a) shows the scenario when a low vehicle-to-server communication latency
is supported for data transmission, while the time required for handover is long.
We can see that in the case of a high server load, the fog layer is not considered
appropriate to process an application, because there is no sufficient space to run other
processes and applications. With the increase of MS (see Fig. 9.18(b) and Fig. 9.18(c))
the chances of the server to be considered suitable are increased. When MS is fast,
the fog layer is considered suitable for processing applications regardless of the CSL
and SH values.

The results for moderate VSL are shown in Fig. 9.19. In Fig. 9.19(a) it is shown that
servers that have a bad reputation are not considered helpful. When MS increases to
0.5 (see Fig. 9.19(b)), the chances of fog layer to handle applications successfully are
increased because more fog servers are considered suitable. In Fig. 9.19(c), we see
that when MS is fast, only the servers with bad history are considered incapable of
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FIGURE 9.19: Simulation results for FLS2: VSL = 0.5.

processing the data.
In Fig. 9.20 we consider the case of high VSL. Even when MS is fast, all values of

FLA are lower than 0.5, thus the fog servers can not provide services to the vehicle in
need.

9.4.3 Comparison of FLS1 and FLS2

Comparing both models, FLS2 is more complex, but it takes into consideration the
migration speed, which can be a determining factor considering the high mobility that
characterizes VANETs. Each fog server provides services only to vehicles traveling
nearby, and since vehicles may move out of their service area, it is critical to ensure a
fast transfer of ongoing sessions and the continuity of services. On the contrary, FLS1
gives higher FLA results because it does not consider the effect of MS, and therefore
it might not accurately estimate the fog layer adequacy. For example, FLS1 for VSL
= 0.9 (Fig. 9.17(c)) shows similar results with FLS2 when VSL = 0.9 and MS = 0.1
(Fig. 9.20(a)). Nevertheless, the results change significantly for FLS2 for MS = 0.5 and
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FIGURE 9.20: Simulation results for FLS2: VSL = 0.9.

MS = 0.9. This is because FLS1 assumes an ideal environment without link failures
occurring during the handover.

9.5 Experimental Results

In this section we discuss the experimental results for FS-ANVPC and FS-CFELS. The
simulations were conducted by the communication of five RPis moving randomly,
with one of them representing the vehicle in need of resources.

9.5.1 Experimental results of FS-ANVPC

The experimental results of FS-ANVPC are given in Figure 9.21. Let us compare
them with the simulation results of FS-ANVPC1, given in Figure 9.22. We show the
results for three scenarios: for small, medium and big AS. We can see that both the
simulation and experimental results follow the same trend. For testbed results we
can see more oscillations, especially for ACP small and medium. This is due to the
fluctuations of the ACP of RPi while running many other applications simultaneously,
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FIGURE 9.21: Testbed results for FS-ANVPC1.
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FIGURE 9.22: Simulation results for FS-ANVPC1.

thus imitating a similar scenario of a vehicle operating its own applications and the
applications of vehicle in need for additional resources. For small AS (see Figure
9.21(a)), vehicles that are considered helpful are the ones with large ACP and long
PCD. Whereas, for medium and big AS (see Figure 9.21(b) and Figure 9.21(c)) vehicles
with large ACP are considered helpful, despite the PCD value.

9.5.2 Experimental results of FS-CFELS

The experimental results of FS-CFELS are given in Figure 9.23. The parameters
considered constant for presenting the results are DC and TS as these parameters
represent the application requirements, and as such, they differ only from application
to application. Therefore, each subfigure represents practically a different set of
applications that have similar requirements. Using this configuration we can see
how LSD relates with the changing characteristics of the edge layer, which are
represented by NNV and APCpNV. The same idea is applied to testbed results too,
which are shown in Figure 9.23. DC and TS are kept constant. Whereas, NNV
changes in accordance with the random movement of neighbor vehicles in and out
the communication range of the vehicle in need. APCpNV also changes in accordance
with the condition of neighbor vehicles at a certain time, depending on the changing
condition of their AS, ACP, and their movement in relation to the vehicle in need. In
the testbed, the results are not distinguished as in the simulation graphs. The single
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FIGURE 9.23: Testbed results for FS-CFELS.

red line represents the results for different NNV and APCpNV at the same time. Let
us analyze and compare the simulation and testbed results.

In Figure 9.23(a) shows the results for non-complex applications that are delay
tolerant. We can see that LSD values fall into the interval of [0.24, 0.78]. LSD
values more than 0.7 are achieved when the vehicle has no available connection and
therefore there is no processing capability of neighbor vehicles. In this case, the
most appropriate layer is the cloud layer. The results are similar with the simulation
results in Figure 9.14(a) for NNV=0.1 and APCpNV=0. In Figure 9.23(a), many of the
LSD values fall between [0.3, 0.7] interval, which show the selection of fog layer for
processing data. The characteristic of this vehicle network environment is having
moderate APCpNV value. We can see that the same holds true for simulation results.
Whereas, for the diapason of LSD values less than 0.3, the most appropriate layer for
the vehicle to run its applications is considered the edge layer. In testbed, such results
occur when APCpNV values is high and NNV=1. We can see that the same trend
is followed also by simulation results for NNV=0.9 in Figure 9.14(a). The results
show that when the vehicle is surrounded by many potentially helpful neighbors,
even though the applications do not require real-time processing, the edge layer is
decided as most suitable. Such decision has two benefits: it exploits the high capacity
of neighbors which at this point is being unused and it avoids unnecessary traffic
being sent in the core network.

With the increase of data complexity in Figure 9.23(b), LSD values are increased
which denote for the selection of fog and cloud layer. Whereas in and Figure 9.23(c),
as a results of having very complex data, the cloud layer is most appropriate. In both
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cases, we see that the edge layer is hardly selected as the data are very complex to be
handled and real-time processing is not a requirement. This decision hold true also
for simulation results shown in Figure 9.15(a) and Figure 9.16(a).

Time sensitivity applications are shown in Figure 9.23(d) - 9.23(f). For low data
complexity (see Figure 9.23(d)) we can see that LSD values (which are less than
0.6) decide edge layer and fog layer as suitable to handle these applications. The
increase of data complexity (see Figure 9.23(e) and Figure 9.23(f)) increases LSD
value, however never reaches the cloud layer. Instead, it chooses the fog layer, as this
layer provides powerful computing capabilities and real-time processing at the same
time. We can see the same results also in Figure 9.15(c) and Figure 9.16(c).
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Chapter 10

Conclusions

Vehicular networks are a critical component of the future smart cities. They are
expected to lead to improved traffic management and road safety, lower air pollution
and so on. First implementations are promising, but still many problems need to be
tackled for a full deployment. Much remains to be done since the ultimate goal of
this technology is to have the number of road fatalities from traffic crashes reduced
to zero.

10.1 Summary of Thesis

After presenting the background, objectives, and main contributions of this thesis,
in Chapter 2, we presented Wireless Networks. We discussed recent advances that
are expected to support the trend of upcoming applications. The concepts were also
described in regard to how these technologies are expected to assist in the widespread
deployment of vehicular networks.

Then, in Chapter 3, we investigated in detail different applications and use cases
of vehicular networks, introduced their network architectures and radio access
technologies, and discussed aspects of security, privacy, and trust mechanisms. We
highlighted the limitations of the current architectures and explored some of the
emerging solutions.

In Chapter 4 we described the emerging technologies that enable the future use
cases of vehicular networks. We start form the basic technologies such as virtual-
ization to state-of-the-art technologies that enable the implementation of vehicular
networks, such as SDNs, NFV, network slicing, and so on.

Extensive information about SDN and cloud, fog, edge computing is given in
Chapter 5. We talk about different implementation of edge/fog computing tech-
nologies and explain the main differences between traditional networks and SDNs
and the advantages it provides. In addition, the architecture integrating vehicular
networks with cloud fog and edge computing and content flow is also explained.
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Chapter 6 is dedicated to Intelligent Algorithms and their applications. Neural
networks, genetic algorithms, and the most common techniques and methods of
swarm intelligence and simulated annealing are among the intelligent approaches
that are reviewed throughout the chapter.

In Chapter 7, we gave a thorough description of theoretical concepts underlying
fuzzy logic, fuzzy sets, and fuzzy systems. The provided concepts are discussed in
regards to the application of fuzzy logic presented in this thesis in order to enable a
complete understanding of the proposed systems, which are detailed in Chapter 8.

In this Chapter 8 are given details of all fuzzy based systems. All the implemented
models and their parameters were described by delineating the reason behind their
selection. The set of linguistic values for each parameter, the chosen membership
functions, and the fuzzy rule base of every fuzzy logic controller comprising the
proposed systems, were also presented as information that is needed if one wants to
obtain the same simulation results. After explaining each model, we introduced the
testbed that we implemented to carry out experiments and to evaluate the systems
experimentally.

Both simulation and experimental results for each system are given in Chapter 9.
A comparison between simulation and experimental results is also discussed. The
concluding remarks regarding the proposed systems and the results are given in the
following section.

10.2 Concluding Remarks

The proposed intelligent fuzzy logic systems take into consideration the challenges
that vehicular networks are currently facing. Of the utmost importance is the man-
agement of the abundant information and resources available in these networks.
To do so, we proposed a fuzzy based integrated system, called Integrated Fuzzy-
based System for Coordination and Management of Resources, consisting of three
subsystems.

For first subsystem, Fuzzy-based System for Assessment of QoS, we proposed two
fuzzy-based approaches that deal with criteria that data communication channels
should meet in order to achieve reliable V2V communication links. Such communi-
cation issues are caused by the rapid and constant change of the network topology
which are presented in our approach by input parameters that are the latency of mes-
sage transmission between two neighboring vehicles, the reliability of data exchange,
as well as the beacon signals disseminated across the network that inform vehicles
about the state and location of their neighbors. In addition to these parameters,
the second approach considered the interference of the concurrent transmission of
nearby vehicles. The simulation results showed that the proposed approaches could
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effectively decide appropriate communication links between vehicles in order to
exchange data packets successfully. V2V links carry mostly safety-critical messages,
thus providing low latency, minimal interference and no packet losses becomes
essential in order to guarantee a high performance of the critical applications. In
addition, both systems reach peak values when beacon packets do not overload the
network but have a moderate value. Comparing the models together, the second
system makes a better assessment of the QoS of V2V communication links, since it
takes into consideration factors that affect the network performance, although its
complexity is higher than the first system, but still run in real-time.

The second subsystem, Fuzzy-based System for Assessment of Neighbor Vehicle
Processing Capability, assessed the neighboring vehicles resource capability for
which were considered two fuzzy-based approaches. Both approaches included the
available resources of the neighboring vehicles and the predicted contact duration
between them and the vehicle in need, while the second approach included in
addition the QoS of the communication link among vehicles. The output of second
subsytem served as an input parameter for the following subsystem to estimate the
processing capability of the edge layer.

The third subsystem, Fuzzy-based System for Cloud-Fog-Edge Layer Selection,
managed the resources of the edge, fog, and cloud layer and determined the appro-
priate layer for data storage and computing, based on the output of the fuzzy system.
We considered this architecture from a bottom-up approach, which implies that the
edge layer is the first layer considered based on the available connections and service
requirements. If the application requirements are not fulfilled or there are no or only
very few available connections, then the fog layer is taken into consideration.

It is essential for time-sensitive applications that a continuous low-latency service
is always provided, but there are cases when edge layer lacks the needed resources or
is not available for providing resources. As it was mentioned before, in this case, the
fog layer is considered as a good solution since it processes the applications with no
delay and provides high throughput. For assessing the fog layer we implemented two
fuzzy based systems. As explained in Chapter 8, both systems considered vehicle-to-
server latency, server history and current server load, while second system included
migration speed in addition to other parameters. This system is not included on
the integrated fuzzy system, but works alone in case an assessment of the fog layer
processing capability is needed.

For the implementation of Integrate System for Coordination and Management
of Resources in a testbed, we considered the following input parameters: neighbor
vehicle available storage, neighbor vehicle available computing power, predicted
contact duration between the vehicle and neighbor vehicle, processing capability of
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all neighbors inside the communication range of the vehicle, the density of neigh-
bor vehicles that can maintain a communication with the vehicle for awhile, time
sensitivity set by application requirements and data complexity of the application.
We showed through simulations and experiments the effect of these parameters on
the determination of appropriate layer for processing a certain application. The
comparison made in Chapter 9 proves that experimental results follow the results of
the simuation. The experimental results demonstrated that the proposed approach
was feasible.

10.3 Future Directions

In order to take full advantage of the system, it is noteworthy to determine the
accuracy of the system as it can show which parameters lead mostly to a false
positive output and what should be improved to reduce the false-negative outputs.
In the following are shown some future aspects regarding improvements that we
aim to make in the proposed system.

In our testbed we used sumo simulator to generate the movement of vehicles. In
the future, we aim to improve the testbed by implementing mobile RPis moving ran-
domly in designated roads, equipped with GPS which enable real-time localization
of vehicles (RPis).

Second, in our testbed we use only five RPis which represent the moving vehicles.
We get an understanding of how the proposed system and the testbed performs, but
we would like to implement a large size network with many more vehicles, making it
more similar to a real life scenario. A large size network will show how the proposed
system responds to data congestion, interference and many other problems that arise
that can have a profound effect on the network performance.

Third, during the vehicle communication sessions in experiment no application is
running, only small data size packets are exchanged. In the future, we intend to eval-
uate the performance by running a real application in the vehicle. In this way, we can
prove whether the application in the end is performed successfully via the decision
taken by the proposed system. For example, the fuzzy-based system decides that
edge layer is capable to execute the application, when in fact the application might
not be successfully accomplished in the edge layer. Such false positives/negatives
determine the accuracy of the system, therefore it is important to investigate which
parameters lead to these false results, in order to improve the system.
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